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PSEUDO GRADIENT PARTICLE SWARM OPTIMIZATION APPROACH
APPLIED TO TRANSMISSION EXPANSION PLANING

Tran Huu Tinh, Vo Ngoc Dieu, and Quyen Huy Anh

Abstract— Today, electricity is an indispensable part of energy in living and productive society. Power system has the basic
function that provides electricity to meet the requirements of quantity, quality, reliability and economy for consumers.
Transmission expansion planning (TEP) is a mathematic complex optimization. The task of extending grid is to increase the
capacity of transmission system to meet the increasing demands of load, satisfying economic and technical constraints. This
study applied Pseudo-gradient Particle Swarm Optimization (PGPSO) method to solve the TEP problem with a pseudo-
gradient coefficient and velocity enhancement that increase the capacity convergence. This proposed method is proven on
the IEEE 30-nodes and the obtained results are compared other methods.

Keywords— Pseudo-gradient Particle Swarm Optimization, Transmission expansion planning, A pseudo-gradient coefficient.

1. INTRODUCTION

Power system plays an important role in the
continuous supply of electricity. Power system is divided
into three parts: generation system, transmission system
and distribution system. Power system planning that is
developed in the future is a very important task. Along
with the developable life, the demand for electricity is
increasing, and the requirements for transmission
expansion planning is increasingly difficult. The growing
transimission requires the optimial algorithm that defines
the efficient grid structure.

Transmission expansion planning problens are based
on mathematical model of mathematical algorithms, and
optimal solutions based on prior constraints. The problem
consists of variables, objective functions, and constraints.
The objective functions soluted to the optiminal TEP
problem such as investment cost and operating cost. The
constraints included building conditions, upper and lower
bound of the variables, power source, etc. The
mathematical models of grid expansion are constraints of
line overload and balancing power.

To solve the problem of grid planning, we solve the
problems of linear planning, dynamic planning, branch
and bound algorithm, and geometric methods. However,
there were some limitations in calculations when they
applied in practice. Solving methods are variable
interactions. However, the variable numbers are very
large and the constraints were very complex, the
optimization tools will solve difficulty for large
mathematic optimizations..
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2. MODIFIED PARTICLE
OPTIMIZATION ALGORITHMS

2.1. Particle Swarm Optimization algorithm

Particle Swarm Optimization (PSO) is one of the
algorithms that builds on the herd intelligence to solute
optimization problems in the search space. PSO is a form
of evolutionary algorithms that known previously such as
genetic algorithms (GA). However, PSO is different from
GA that it uses more interpersonal interaction to explore
search space than GA. PSO is the modeling result of
flying birds to search food that categorizes the herd
intelligence algorithm. PSO was introduced in 1995 at an
IEEE conference by James Kennedy and Rusell C.
Eberhart.

In the PSO algorithm, the each individual orbits in the
search space are calibrated by varying individual
velocities, through their flight experience and the flight
experience of other individuals in the search space. To
search vector position and velocity vectors of an i particle
in a multidimensional space are:

Xi = (X115 X125 -5 Xp) 1)
Vi = (V113 Vagi e Vi) )

By setting the definitive function, we will find the
optimal value at time t as Gbest = (p11; P12; -..; Pn)- Then,
the new velocity and the new individual are calculated by
the following expressions:

SWARM

Vit = vl + ¢y randl(pbesti‘d - de) +
c,.rand, (gbest:‘d -x) (3)

k+1 k k+1
XK = x4 Xl (4)

Where: ¢y; ¢, accelerated constants

Rand; and rand, are random number generators in [0;
1] (these two functions are congruent to each other).

The first equation (3) represents previous velocity, in
order to create momentum for the individual to continue
wandering in the search space. The second component,
considered a cognitive component, represents the artificial
individuals. This component will direct its best position.
The third component is considered a social component,
which represents the colaborative effect of the individual
in the finding process of a global optimal solution, and the
social component will entice the individual towards of a
global optiminal value.
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Initial individuals are created with a random location,
then the random velocities are assigned to each individual.
The suitable individuals are estimated through the
objective function. At each moment, the velocity
individual is calculated through and the estimate position
is updated formula (4). After each of period time, if the
locative individuals found more optimal than the previous
location individuals, the individual location is stored in
memory. Generally, the maximum velocity (Vma) for
each module velocity vectors of individuals is defined to
control the individual ranges in the search space for self-
defined users.

2.2. Particle Swarm Optimization - Time Varrying
Inertial Weight

Shi and Eberhart introduced the inertia concept in
addition to the standard PSO version to balance local and
global results in the search process. The calculating

expression for this idea is shown below:
k+1 __ C k d ( b k _ k)
vig = = C{wvjg + ¢;.rand; ( pbest;, — xjq ) +
c,.rand, (gbest:‘Cl - x{‘d) (5)

Where o is given by the formula:
(MAXITER-iter)

w = (0 — W) —————+ W, (6)

With ®; and ®, as the initial and end value of the
inertial weight "iter" is the current loop and "MAXITER"
is the maximum value of the loop that is accepted. This
method is called Particle Swarm Optimization - Time
Varrying Inertial Weight (PSO-TVIW). The results show
that PSO-TVIW is ineffective for "tracking dynamic
systems". Instead, dynamic applications are in the nature,
they have proposed some random inertia for the tracking
dynamic system.

©=0,5+rand(.)/2 (7

This method is called PSO-RANDIW

Both methods have developed PSO towards TVIW.
Although PSOTVIW could give good results, it compared
to other evolutionary algorithms and obtained good
results.

2.3. Particle Swarm Optimization - Time Varying
Acceleration Coefficients

Suganthan tested a linear reduction method for
acceleration coefficients all time but the results showed
that the acceleration coefficients gived by (3), (4) give
better value. However, his research showed that the
acceleration coefficients were not alway necessarily equal
to (3), (4).

A technology enhances convergence for the PSO
algorithm is introduced as time varying acceleration
coefficients (TVAC). This objective improvement is to
enhance a global search solution in the initial stages of the
processive optimization and to encourage convergent
individuals and global optimal values in the final stages of
the processive search.

The expressive algorithm is as follows:

V!f;’l = C{mv!‘d + cy.rand, (pbesti‘d - x{‘d) +
c,.rand, (gbest:‘d - xi‘d)} (8)

Where: _
€ = (le - Cli)-ﬁ + €y 9)
¢z = (er - Cz:‘)-% + €y 10)

In the above equation cy; and c¢,; are set to 0.5; ¢, and
Cy; are set to 2.5. Thus, in this algorithm, ¢, usually has
had a value between 2.5 and 0.5, and c, usually has had a
value between 0.5 and 2.5.

2.4. Pseudo-gradient Particle Swarm Optimization

This algorithm was developed by Dr. Vo Ngoc Dieu
and Peter Schegner that based on the PSO algorithm.

PGPSO is also a PSO form, and a pseudo-gradient
enhances the aspect ratio to help accelerate the processive
convergence. The purpose of the pseudo-gradient directs
to move to a better point element that it can obtian quickly
reach convergence.

In the PSO with coefficients (Clerc & Kennedy 2002),
the velocity elements is determined as follows:

vi(gﬂ) = C{V}‘d + cy.rand, (pbesti(;‘) - xi(:;) +
c,.rand, (gbesti(;‘) - xi(;))} (1)
Where: C = ———— @ =c, +¢, @ >4 (12
|2_(P_m| @ 1 2 P ( )

In this case, the coefficient ¢ affects the convergence
system and must be greater than 4. However, if the value
¢ increases, the coefficient ¢ will decrease that generates
variance and lead to the slow answer. The special value of
¢ is usually 4.1, ¢; = ¢, = 2.05.

When a pseudo-gradient made in PSO, two points
were considered respectively x, and x; in the search space
pseudo-gradient at the positive element at k and k + 1 in
X(K) and x(k + 1). Therefore, the new positive element is
rewritten:

Gty _ X0+ (D) x W] gy () % 0
a@ x® 4 y+v contrary

In the above program, if the pseudo-gradient is
nonzero, the element will move the correct point and the
speed movement to the optimal point that will accelerate
in the search space, and the positive element will be
updated. Not only the proposed PGPSO method is also
based on the PSO method but also the virtue pseudo
gradient helps the moving elements to the correct point
that have been warned, their velocity is enhanced by the
pseudo-gradient so they can move quickly. To
convergence point, PGPSO is better in solving
optimization problem than conventional PSO method.

3. PSEUDO GRADIENT PARTICLE SWARM
OPTIMIZATION ALGORITHM SOLVES
TRANSMISSION EXPANSION PLANING
PROBLEM

3.1. Transmission Expansion Planning Problem

Not only the TEP problem was built new lines, but
also it had existing lines or upgraded the transmission
capacity of existing lines, such as it increased the voltage
level. Each option j is characterized by the investment
cost ICj. Then, if a particular j is chosen for a particular
year p, there would be a binary variability Kpij set at level
1, and the investment cost in year O, interest rate ir
matched risk invest. Using these factors, we estimated the
operating costs of OC,; and returned to the initial stage
using the ir interest rate. Targeted functions with
constraints related to the physical characteristics of the
generation and transmission system, investment cost,
service quality and reliability. With the objective function:

min CostX¥ = Z;TOI[Z?Z ICJ-KZ- + OCpl-]/(l + ir)P
(14)

Operating costs would dealt with linear functions for
each stage. In each period, there was a combination of
existing electricity and forecast future. In this formula c,
Pg« and Py were generating power cost, generating power
and the linking loads at node k, G was the penalty when it
stopped Power Not Supplied (PNS), ay is the sensitivity
of active power in the branch b that was related to the rate

(13)

2



S of the node k, and was the upper and lower limits of the

min max

generation power at node k . Py""and Pp'** was the upper
and lower limits of the transmission power at the branch.

min f = Y, ¢;,. Pg, + G X, PNS,, (15)
Inequality and constrainable equality:

P, =Py +P, (16)

Y. Pg, + X PNS, =) Pl, (17)

Pg;"" < Pg, < Pg'™ (18)

PNS, < Pl (19)

P™ < ¥ ay,. (Pg, + PNS, — PL,) < P;'™ (20)

Py — Py = Vi 20 Vi[Gy cos(8, — 6;) —

Bysin(6,-6); i=1,..,N, (21)

Q= Qe = Vi X[ Vi[Gy sin(8; = ;) —

By cos(6; = 6,); i =1,..,N, (22)

Where: P, Qy is the active power and resistance

power of the i generator.

Py, Q, is the active power and the feedback

resistance power at the i node.

V;, &, is the magnitude and voltage angle at the i
node.

Gy

Bj; is the conductor and charge between i and j
node.
Ny is the number of system nodes.

This Direct Current - Optimal Power Flow model is
developed further transmission losses according to the
following scheme:

Algorithm

i) Choice of problem parameters;

ii) Calculate the phase voltage;

iii) Estimate the power losses per m-n branch (23). In
this expression, gmn is the conductance branch mn and 6,
the phase difference of the phase;

L0SSmn = 2.9mn-(1- cos Opyn) (23)

iv) a half of the addition power loss was to the m-n
branches in the initial load between node n and m.
Recalculate (14) to (22) and voltage;

v) In the end, the difference voltage in all nodes would
be smaller than the specified level €, unless it returned to
iii).

The convergence of this processive iteration was
achieved in less than 5 iterations and eventually we get
the cost, power loss and value for the Power Not
Supplied.

3.2. Pseudo-gradient Particle Swarm Optimization
Algorithm Applies To Solve Transmission Expansion
Planning Problem

In the PSO algorithm, the variables control each of
positive element that are defined as follows:

Va = Vi Vi Tiar oo Taiar Qs 0 Qg (24)
d=1,...NP

For each upper and lower limit of velocity is
determined on the upper and lower limit of its position:

Vamax = R. (xd,max - xd,min) (25)
Vdmin = _Vdmax (26)

Where: R is the limiting coefficient for the velocity
element which is usually chosen in [0,1; 0,25].

Both positions and velocities are not initialized to their
limits that they determined:

0
X4 = Xdmin + rand3. (xd,max - xd,min) (27)

Ug = Vdmin + rand4. (Ud,max - Ud,min) (28)
Where : rand; and rand, are random values in [0,1].
During the iterations, after they are recalculated in each
iteration, the positive velocity of the elements always
adjustes within their limits as follows:

v‘gew = min{vd,max' max(vd,min' vd)} (29)

Xq = min{xd,max' max(xd,min' xd)} (30)

Minimun appropriate functions are based on the
objective function, variable dependents are included
reactive generation power, and load node voltage and line
power are defined as follows:
ot BT 1KY +0Cy
p=0 (1+ir)?
Y514, (31)

min f = ¥, ¢,. Pg, + G L PNS,  (32)

Where: a, is penalty that it is stopped the power
supply

After determining the parameters of the grid to use for
the PSO algorithm and selecting random initial values that
can accelerate convergence. The first values are
determined randomly. Then the TEP problem uses
PGPSO as follows.

The optimal reactive power dispatch algorithm uses
PGPSO:

Step 1: Parameters choose for PGPSO including total
number NP elements, number maximum repetitions, ¢y,
C,, maximum velocity coefficient R, penalty coefficient.

Step 2: the initial random value of the NP elements
choose for the control variables within their limits,
including the initial position X4 represents the state
variables and vid velocity (27), (28) . Ind =1, ... .. , NP.

Step 3: In each element, the calculable value of the
dependent variable bases on the power calculation using
Matpower toolbox 4.1 and estimates the appropriate
function Fpbest by equation (31), (32). The best value
decides for the whole of the function Fgbest = min
(Fpbest).

Step 4: Initialize Xpbestl = X? at the forward X; and
Xgbest to the best accordant element between all the
Xgbest; elements.

Step 5: The initial pseudo-gradient associates with the
elements to the zero position. Initial times k = 1.

Step 6: The new velocity recalculates and updates each
of positive element using equation (11), (13). Note the
velocity and position of the set elements should be within
the upper and lower limits by Equation (29), (30).

Step 7: The power distribution problem solves by the
Matpower toolbox that bases on the new positive value of
each accordant element.

Step 8: The appropriate function F recalculates for
each element with the new abtainable position using the
objective function F (31), (32). The F value compares
with the previous iteration to achieve the most suitable
function and to store in Fpbestd at the current iteration.

Step 9: Each element chooses the pbestfd
corresponding F’;bgstid position and defines the most
appropriate global Fy,,,.4 and fit gbest! position.

Step 10: The pseudo-gradient recalculates for each
element that base on the two accordant points of X¥ and
Xkt

Step 11: If k < ke initializes k = k + 1 back to Step 6,

min F = min CostXﬁ-‘ =)



otherwise stops.
The TEP problem ends when between the difference
posterior value of the iteration k + 1 and the ky, order is

less than the allowable |F,,, — F;| < e.

Select parameters for
PGPSO

!

Set the initial position
and velocity of each
element

Estimate the suitable
function for each
element

L

Save the position of each element and
the best position for all elements

le

v

Initialize the original pseudo-gradient to O
Initialize the loop number k =1

il

Recalculate the new velocity and
adjust the position for each element

1

Estimate the suitable
function for each
element

I

Select and save the best position of
each element and the best position for
all elements

Recalculate the
pseudo-gradient for
each element

k>=Kmax

Result

Figure 1. Diagram algorithm of PGPSO algorithm
for TEP problem.
4. NUMERCAL RESULTS
4.1. Input parameters

This study uses IEEE power system 30-nodes that
validate and compare the objective functions with force
conditions to compare some other artificial intelligence
methods. In this way, the fast convergence and efficiency
of PGPSO can be seen. The results of the PSO-TVIW, the
PSO-TVAC, the PSO methods are compared with the
PGPSO method to show the optimal PGPSO method.

Table 1: Basic parameters of the PGPSO method

Cif, Coi 0.2

R 0.15 0.15 0.15 0.15

PSO - PSO -
Method PGPSO PSO TVAC TVIW
Whnax - - - 0.9
Whin - - - 04
C. Co 2.05 2.05 - 2
C1i Cot - - 25 -

The IEEE power system 30-nodes is shown in Figure
2. consists of 6 generation nodes, 24 load nodes and 41
branches. The generations are connected to 1, 2, 13, 22,
23, 27 nodes. The number elements of the PGPSO method
in this case is 60.

Table 2. Parameter branches of the IEEE 30 node
network

Line impedance Half line
. |From| To (p.u) charging | MVA
Line .
bus | bus . susceptance| rating
Resistance | Reactance (p.u.)
1 1 2 0.02 0.06 0.03 130
2 1 3 0.05 0.2 0.02 130
3 2 4 0.06 0.18 0.02 65
4 2 5 0.05 0.02 0 130
5 2 6 0.06 0.18 0.02 65
6 3 4 0.01 0.04 0 130
7 4 6 0.01 0.04 0 90
8 4 12 0 0.23 0 65
9 5 7 0.03 0.08 0 130
10 6 7 0.03 0.08 0 130
11 6 8 0.01 0.09 0 32
12 6 9 0 0.21 0 65
13 6 10 0 0.56 0 32
14 6 28 0.07 0.06 0.01 32
15 8 28 0.06 0.2 0.02 32
16 9 11 0 0.21 0 65
17 9 10 0 0.11 0 65
18| 10 | 20 0.09 0.21 0 32
19| 10 | 17 0.03 0.09 0 32
20| 10 | 21 0.03 0.08 0 32
21| 10 | 22 0.07 0.15 0 32
22 | 12 |13 0 0.14 0 65
23] 12 | 14 0.12 0.26 0 32
24 | 12 | 15 0.07 0.13 0 32
25| 12 | 16 0.01 0.12 0 32
26 | 14 | 15 0.22 0.12 0 16
27| 15 | 18 0.11 0.22 0 16
28 | 15 | 23 0.1 0.21 0 16
29 | 16 | 17 0.08 0.19 0 16
30| 18 | 19 0.06 0.13 0 16
31| 19 | 20 0.03 0.07 0 32
32| 21 | 22 0.01 0.22 0 32
33| 22 | 24 0.11 0.18 0 16
34| 23 | 24 0.13 0.27 0 16
35| 24 | 25 0.19 0.33 0 16
36| 25 | 26 0.25 0.38 0 16
37| 25 | 27 0.11 0.22 0 16
38| 27 | 29 0.22 0.4 0 16
39 27 |3 0.32 0.6 0 16
40 | 28 | 27 0 0.4 0 65
411 29 | 30 0.24 0.45 0 16
Table 3. The power and generation cost of
generators
Generator| Pmin Prmax a b; G
number | (MW) | (MW)  [$/(MWhr)?)|($/MWhr)|($/hr)
G, 0 80 0.00375 2 0
G, 0 80 0.0175 1.75 0
Gs 0 50 0.0625 1 0
G, 0 55 0.00834 3.25 0
Gs 0 30 0.025 3 0
G 0 40 0.025 3 0

Table 4. Parameter nodes of IEEE 30-node
network
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Figure 2. IEEE power system 30-nodes

4.2. Simulation Results

Matlab simulation results extend IEEE 30-nodes by
the PGPSO method with number 60 elements, and the
number iterations are 20. The calculating time is 35.75
seconds.

Table 5. Simulation results of IEEE 30 nodes
through simulation

limits
Bus

Mag. ZE&S: p?)afelr ;?o?/{vi;' p?)\i/aelr ;oev\a/g.r Qmin QO

() |degree) | (Mw) | (Mvan | (Mw) [mvar) |MVanD  |(Mvan)
1 1 0 0 0 24.963 |-4.638 -20 150
2 1 0 21.7 12.7 60.97 [27.677 -20 60
3 1 0 2.4 1.2 0 0 0 0
4 1 0 7.6 1.6 0 0 0 0
5 1 0 0 0 0 0 0 0
6 1 0 0 0 0 0 0 0
7 1 0 22.8 10.9 0 0 0 0
8 1 0 30 30 0 0 0 0
9 1 0 0 0 0 0 0 0
10 1 0 5.919 2 0 0 0 0
11 1 0 0 0 0 0 0 0
12 1 0 11.2 7.5 0 0 0 0
13 1 0 0 0 37 13.949 -15 44.7
14 1 0 6.2 1.6 0 0 0 0
15 1 0 8.2 2.5 0 0 0 0
16 1 0 3.5 1.8 0 0 0 0
17 1 0 9 5.8 0 0 0 0
18 1 0 3.2 0.9 0 0 0 0
19 1 0 9.5 3.4 0 0 0 0
20 1 0 2.2 0.7 0 0 0 0
21 1 0 19.669 11.2 0 0 0 0
22 1 0 0 0 31.59 40.34 -15 62.5
23 1 0 3.2 1.6 22.2 8.13 -10 40
24 1 0 15 6.7 0 0 0 0
25 1 0 1 0 0 0 0 0
26 1 0 35 2.3 0 0 0 0
27 1 0 0 0 28.91 10.97 -15 48.7
28 1 0 0 0 0 0 0 0
29 1 0 3.659 0.9 0 0 0 0
30 1 0 12 1.9 0 0 0 0

Before adding a After adding
new line anew line

Optimal .
solution - 49 (2-7) ; 52 (2-10)
Power loss 2443,8031 kW 1899,8603 kW
Decrease rate 22.258%

%

If we build two lines in 2-7, 2-10 branches and power
distributions of generation according to table 6 , we will
obtain the lowest power loss value and all the constraints
of the problem will satisfy.

Table 6. Distributable power generator and
generation cost. With a, b, ¢ coefficient costs are given
in Table 3.

Before adding a new line After adding a new line
Nod Power Power generation

generation ) i
e Generation Generation

P (M(\?/ar cost P (M(\?/ar cost

(MW) ) (Mw) )

1 2597 1 54.4631533 25.43 418 53.28850683
2 60.97 2 171.7850965 60.97 187 171.7850965
3 0 0 0 0 0 0




4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0
8 0 0 0 0 0 0
9 0 0 0 0 0 0
10 0 0 0 0 0 0
1 0 0 0 0 0 0
12 0 0 0 0 0 0
13 37 | 1135 | 1225625 37 838 | 1225625
14 0 0 0 0 0 0
15 0 0 0 0 0 0
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 0 0 0 0 0 0
19 0 0 0 0 0 0
20 0 0 0 0 0 0
21 0 0 0 0 0 0
22 | 2159 | 3957 74'05;’0083 2159 | 6.6 74'05550083
23 | 192 | 795 58.5216 192 | 577 58.5216
2 0 0 0 0 0 0
25 0 0 0 0 0 0
2 0 0 0 0 0 0
27 | 2691 | 1054 | B2 | 501 | gog | B2HD3T02
28 0 0 0 0 0 0
29 0 0 0 0 0 0
30 0 0 0 0 0 0
Toal | P36 | 10041 | S0 | jgry | gap | SOLTISEZ

The PGPSO results for IEEE 30 nodes are compared
with other PSO methods that are configured the computer
with the same 30 loops

Table 7. The PGPSO results for IEEE 30 nodes.

PSO - PSO -
Method PGPSO PSO TVAC | TVIW
New
_ 2-7,2-| 2T, 2-7,
const_ructlon 2-7;2-10 10 2-10 2-10
line
A number of
minimum
loops deposit 6 7 6 !
convergence
results
Calculating 52,28 52,46 54,16 51,47
times (s)

The PGPSO results obtain power system that the
objective function chooses new construction lines for
optimizing power losses, and improving voltage are given
in Table 5, 6, Fig 2. Calculating power distribution and
power loss results on the branches. The results are
compared to the conventional PSO-TVIW, PSOTVAC,
PSO methods of convergence rate and calculating time
reprogrammed on the same computer. When 4 algorithms

are running on the same computer, the PGPSO results

convergence with the best calculating time. From

objective results bring about comparatively accurate
results, after about 10 loops, these methods converge with
precision (inaccuracy < 10”°) and calculated a little time.

5. CONSLUSION

PGPSO method solves transmission expansion

planning. Algorithm has been successful in  optimal
points with fast convergence speed. This study applies to
solve only IEEE 30 nodes, but the method presented is not
constrained by number nodes or more complex problems.
Therefore, the algorithm can be applied in power system
with a larger number of nodes. In the future, PGPSO
method will be applied to formulate the multi-objective
transmission expansion planning with optimal investment,
optimal operating costs and loss optimal power loss that
create reactive TEP problems.
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APPENDIX
Table: Power distribution and power loss on branch of
IEEE - 30 nodes

Branch |From | To From Bus To Bus Injection Loss
bus bus Injection
P Q |P(MW) Q P Q
(MW) [(Mvar) (Mvar) [(MW) (Mvar)
1 1 2 1413 |-6.14 | -14.09 3.27 0.044 | 0.13
2 1 3 11.3 | 196 |-11.23 -3.68 | 0.068 | 0.26
3 2 4 9.73 |3.25 -9.66 -5.03 |0.068 | 0.19
4 3 4 8.83 2.48 -8.82 -2.44 0.009 0.03
5 2 6 729 | 142 -7.26 -3.28 |0.029 |0.12




6 2 6 1271 | 4.48 -12.59 -6.1 0.115 | 0.34
7 4 6 15.66 | 6.82 -15.63 -6.7 0.03 0.12
8 5 7 7.26 | 3.47 -7.22 -4.36 0.035 | 0.08
9 6 7 029 |-1.18 -0.29 0.21 0 0

10 6 8 246 (2481 |-2447 |-2431 |0.126 |0.51
11 6 9 3.16 |-6.23 -3.16 6.34 0 0.11
12 6 10 1.8 -3.56 -1.8 3.65 0 0.09
13 9 11 0 0 0 0 0 0

14 9 10 316 |-6.34 -3.16 6.39 0 0.06
15 4 12 -4.78 |-0.95 4.78 1.01 0 0.06
16 12 13 -37 -6.37 37 8.38 0 2.01
17 12 14 51 1.03 -5.06 -0.96 0.033 | 0.07
18 12 15 8.27 |-0.64 -8.22 0.74 0.049 | 0.09
19 12 16 7.66 |-2.53 -1.6 2.66 0.06 0.13
20 14 15 -1.14 |-0.64 1.14 0.64 0.004 0

21 16 17 4.1 -4.46 -4.07 4.53 0.03 0.07
22 15 18 8.15 |-1.05 -8.08 1.2 0.077 | 0.15
23 18 19 4.88 -2.1 -4.86 2.14 0.018 | 0.04
24 19 20 -4.64 |-5.54 4.66 5.58 0.016 | 0.04
25 10 20 6.94 |6.46 -6.86 -6.28 0.08 0.19
26 10 17 497 (1044 | -4.93 -10.33 0.04 0.11
27 10 21 -1.5 8.54 1.52 -8.49 0.022 | 0.05
28 10 22 -3.14 | 3.52 3.15 -3.49 0.015 | 0.03
29 21 22 |F19.02 |-2.71 19.06 2.79 0.037 | 0.07
30 15 23 -9.28 |-2.84 9.38 3.03 0.097 | 0.19
31 22 24 -0.62 | 6.86 0.668 -6.77 0.057 | 0.09
32 23 24 6.62 |1.14 -6.57 -1.02 0.059 | 0.12
33 24 25 -2.81 | 1.13 2.83 -1.1 0.018 | 0.03
34 25 26 355 237 -35 -2.3 0.046 | 0.07
35 25 27 -6.38 |-1.27 6.42 1.36 0.047 | 0.09
36 28 27 |-7.19 | -3.98 7.19 4.23 0 0.28
37 27 29 6.17 | 1.68 -6.08 -1.51 0.01 0.17
38 27 30 712 | 1.67 -6.95 -1.35 0.171 | 0.32
39 29 30 3.68 | 0.61 -3.65 -0.55 0.035 | 0.07
40 8 28 -5.53 |-5.69 5.57 3.9 0.034 | 0.11
41 6 28 -1.62 |-1.05 1.62 0.08 0.001 0

42 2 7 1543 | 5.2 -15.29 -6.75 0.138 | 0.41
43 2 10 821 |[-49.01 | -8.11 -41 0.1 0.26
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Pseudo-Gradient Integrated in Particle Swarm Optimization for Solving
Security Constrained Optimal Power Flow Problem

Quy Truong Xuan, Dieu Vo Ngoc, and Huu Tinh Tran

Abstract— This paper presents a proposed method of PSO using navigated pseudo-gradient and constriction coefficients to
approach the optimum of SCOPF problem, which minimize the operating cost while satisfying the security constraints of
system at normal condition and single line outage. The proposed method was tested on IEEE system 6, 39 and 118 bus to
evaluate how it deal with the fitness function by the severity index related to power flow limitation and generator priority

index that provide prior data of generation to operate and secure.

Keywords— Constriction coefficients, Pseudo-gradient, Security constrained Optimal Power Flow (SCOPF), Generator Priority

Index (Gl)

1. INTRODUCTION

Optimal Power Flow (OPF) is one of the most concerned
problems in power system planning or operating,
determines optimum operating state of the system
considering the constraints of the other control variables
such as voltage levels, power and reactive power flow
limit. The full model of OPF is complex economically,
electrically and computationally, contains both linear and
nonlinear parts. The optimized function normally is
economic that requires multiple nonlinear of pricing. For
electrical satisfactions the power flow is considered under
AC  which  generates additional  nonlinearities.
Computationally, the optimization has nonconvexities:
continuous functions and binary variables, causing the
problem is more difficult. ~ One of the first sufficient
surveys about OPF was presented by H. H. Happ and K.
A. Wigrau [1], like bibliography of economic-security
scenario in power system. At that time, the OPF was
researched under classical Lagrangian techniques that
were reported in Carpentair survery [2].

The other conventional methods were used to solve
this problem is Linear Programming (LP) [3], Newton-
Raphson (NR) [4], Quadratic Programming (QP) [5], Non
Linear Programming (NLP) [6] and Interior Point (IP) [7]
with their improvement. However, due to the expansion in
dimension of OPF because of more detail of generations,
which were regarding more real situation such as Valve
Point loading effect [8], thermal unit [9], the added
elements on power grid like FACTS [10] or energy
storage [11], the generators priority (related to unit
commitment problem) [12] or simply, because of the
surveyed system. The conventional methods, which were
easily trapped in local optima or failed dealing with
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discrete or binary variables, were occupied by meta-
heuristic methods based on the simulation of worldview
acting and trend. Genetic Algorithm (GA) [13],
Differential Evolution (DE) [14] Particle Swarm
Optimization (PSO) [15], Ant Colony Optimization
(ACO) [16] are some famous methods which have been
enhanced in various ways in the other research. A
comprehensive survey for computational intelligence
method could be found in [16].

Security constrained Optimal Power Flow (SCOPF) is
expanded from OPF by adding faulted scenarios to based
OPF problem to evaluate the endurance of power system
while optimizing the objective function. By adding
security constraints and full evaluation for all scenarios,
SCOPF is more complex than OPF. A review of some
SCOPF research was introduced in [17]. The recent
SCOPF works are inspired by the above listed meta-
heuristic methods: PSO with reconstructions in [18] or
PSO with Hybrid (HPSO) in [19], DE in [20], which solve
the full single islanding outage, not only consider some of
prior cases. The proposed research in this paper is an
improvement of PSO (IPSQO) causing rapidly converged.
The results were tested on some popular IEEEE systems
for comparison. Due to the dimension of SCOPF problem,
decomposition of size is also presented.

2. OPF AND SCOPF FORMULATION

2.1 Formulation

Both OPF and SCOPF is built based on mathematics
concepts

F(x,u) min
g(x,u)=0 (1)
h(x,u) <0

x is the vector of controlled variables: the voltage and

phase of load, reactive power of the generators and real
power of slack bus.

X = (P 0,000,V Vo 1 Qs Q) 2)

u is the wvector of controlling variables: voltage of
generators, tap-setting of transformers and the reactive

1
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power at compensator.
u= (Vgl"'\/gng ’Tl'"TNT ’QCI"'QCNC )T (3)

F(x,u) called the objective function whose output is the

minimum value we want. g(x,u) and h(x,u) is called
equality and inequality constraints respectively.

In OPF formulation, the objective function normally is
the fuel cost which is formulated as follows:

F(x,u) :NZG:FCn(Pn) 4)

where FC™(P™) is the fuel cost function of generator nt".

NG is the total of generators in power system. In recent
research, the fuel cost function is modeled by a quadratic
function:

FCn(Pr1):an+ann+CnPn2 (5)

where a;, b;, ¢; is the fuel cost coefficients.

g(x,u) is the equality constraints, it follows the power
conservation law:
=P, +P (6)
This equation can be spread:
{ P-P —VIZVJ (g, cos0 +B,sind ) =0 0
Q,-Q, —VIZVJ (gu sin 6 +B, cos 9“) =0

with g and Bj is the transfer conductance and
susceptance between bus i and bus j.

P,,Q; IS the real and reactive power outputs of

generating at bus i and Pyir Qg is the real and reactive
power outputs of generating unit i .

These equality constraints is checked by running
Power Flow by Newton-Raphson method in Matlab.

h(x,u) is the inequality constraints, it is the running
limitations of variables.

a) The power limitations:

min max
Pgslack < Pgslack < Pgslack (8)
min max
Qgi < Qgi < Qgi

b) The voltage limitations:

Y <V, <y ©
¢) Transformers tap-settings constraints:

T <T, <T,™ (10)

d) The compensator capacitor limitations:

QM =<Q, <Q™ 11)
e) The power flow limitations:
S, <§™ (12)

with S; is the maximum power flow between bus i and
bus j.

S; = max{| Sij .l Sji [} (13)

To check the inequality constraint, we use the Static
Square method. The objective function F not only have
the output value but also adding the penalty function

KD (f(x))? with:

0 Xein < X < X

min — max 14
f(x)= (Xi ~ Xinax 2 Xi > Xinax ( )
(Xmin - Xi)2 X < Xmin
So with the penalty function, the objective function
will be rewritten as:

NPQ NI

Fp=F+kif(le)+szN)+sz(Sl) (15)

For SCOPF formulation, g(X,u)and h(x,u) will be

added the equality constraints for each n-1 contingency
(NL is the total of contingencies), respectively.

g(x,u) OPF

gl u) = {g:(x,u) [ =1:NL (16)
_ h(x,u) OPF
hx,u) = {hl(x,u) 1=1:NL (17)

2.2 Decomposed SCOPF (DSCOPF)

From (16) and (17), the SCOPF problem could be
formulated by:

F(X,,Up)
9,(X,Uy)=01=123..NL (18)
h (x,,uy) <0

So, assuming that the computation time of OPF is T,
which is normally proportional to the square of number of

constraints N: T = N2 (if assuming the proportional
coefficient is 1).

By adding NL constraints to the problem, each
constraint has also N constraints, the total constraints

would be: N+ NL x N = (NL+ 1)N, T = (NL + 1)°N2
It could be observed that if we do fully contingencies (for
example, 177 single line outage contingencies with IEEE
— 118 bus system), we would spend around 261 hours
(around 11 days) if assuming spending 30s for OPF
problem.

DSCOPF was first applied by Li et al in [21] to reduce
the size and computed time of SCOPF. The flow chart of
this algorithm is shown in the figure [1].

Solve OPF
k=0
normal condition

Solve OPF Solve OPF Solve OPF Solve OPF
k=t > k=0 > k=0 ken
contingency 1 contingency 2 contingency 3 contingency n

Fig.1 DSCOPF Flow Chart.

DSCOPF was first applied by Li et al in [21] to reduce

2



the size and computed time of SCOPF. The formulation is
divided into master (OPF) (19) and contingencies (20).

F(%,,Ug)

0o (X5, Uy) =0 (19)
hy(X5,Ug) <0

&k
9, (%% Uy +5,) =0 (20)
h (%%, Uy +£,) <0

The flow chart of this algorithm is shown in the figure
[1]. The problem is first solved in OPF (master solution).
If any contingencies need additional constraints that
requires re-dispatch, the k=n contingencies will be re-
generated and solved by Bender cut [22]. From recent
research, it needs only about 2-3 cycles to re-dispatch.
Assuming n is the total cycles in a SCOPF running, the
computation time will be reduced to n(NL+1). For the
problem with IEEE-118 bus, the time will be reduced to 4
hours.

2.3 Evaluation index

To evaluate the relative severity of a contingency to
line overload, the severity index (SlI) is used for ranking
contingency [23]:

e @

i=1

In some cases, the results do not perform the effect of
a line to the faulted line. For example, if the line i-th is
outage, 9 lines is overload with only 5% per line, the SI
will be approximately 10. It is bigger than a line overload
at 3 times. However, most of line could be overload from
10-15% so the first case is acceptable but it’s not for the
second case because of security. If we could add the limit
of overload to the maximum capacity of each line, it could
be exactly performed.

In addition, due to the different in fuel cost
coefficients of each generator, the optimal power flow
should have the priority in which, the generator with low
cost coefficients should be operated at high and vice
versa. For example, with the test case 3 in Results, the
cost of 1% generator is 75.14 $ at minimum capacity (10
MW), which is over a half of generator at bus 26™ at
maximum capacity (133.47 $ at 414 MW). Intuitively, we
would like to run the second choice instead of first choice.
The generator priority index is presented to evaluate the
trend of generators dispatch:

| B — R | (22)

| |max |m|n |

Gl, =

GI; is in [0,1]. If GI; is nearly O, the i*® generators is
not prior to operate and vice versa. A good results will be
prior with the generators that have low coefficients.

3. PSO FOR SOLVING PROBLEM

PSO is one of the most applied meta-heuristic
algorithm based on the searching of particles in a
tremendous space. A particle upgrade to its own best by
itself (pbest) or by looking to the nearby particle (gbest).

The velocity and position for each particle at each
iteration is:

e =

id

X(k+1) X(k) +Vi(dk+l) (24)

w9+, xrand, x (pbest!? - x9) +c, xrand, x (pbest® -x¥) (23)

Various enhanced PSO was applied in OPF or similar
problem. The basis of most of enhancement is to create
“trend” or “signal” to direct the fitness function to the
optimal point faster. In [24], the sign function was used to
evaluate the derivatives of the nonconvex function. With
the mathematics extrema survey, derivatives is used for
defining trend of function at the nearby range. If the
derivatives is 0, the function is in local optima, which
define a “bad region” of solution. We need to follow to
another navigation. In [25], an acceleration is added to
boost the converged process of OPF problem. This was
proved usefully with the velocity of fitness function, but
could be trap in local optima. The idea for research on this
paper is a combination of two ways of approaching:
direction and acceleration. Like riding a bike, to be in
destination rapidly, we need a good one with high
accelerator but same priority is the right direction. The
proposed method is built with the factor below.

Velocity of function:

(k) (k) (k)
VD G x v’ +c¢ xrand, x (pbest,;”’ —x
(D) =
' +c, x rand,, x (pbest ) — x()

(25)

where: _ 2 in which p=c +c,,p>4 (26)

‘2—¢—«/¢2—4¢‘

and C is the constriction factor, which can be found in
[26]. With the constriction factor, the fitness function is
not only boosted by accelerator as [25] but also narrow
the searching space. It look like a planet is constricting to
a black hole, increasing the density of potential solution.

Updated position of particle:
on_ { X+ 8(x &) x V&1, which g, (x&) =0

id
® 40
Xid + Vid

(@7)

The fitness function will be added penalty functions of
all security constraints:

FT =F(x,u)+K, (P, —P;")*

+K Z le Qllm +K Z(Vn III|m

(28)
N, N
+K z Imax +Kq—sczz le thR
R=1 i=1
N, Ng N, N,
—sczz V“mR S— sczz ImaxR
R=1 i=l R=1 I=1

The procedure to solve a SCOPF problem via IPSO
follows the steps below:

Step1l: Generate IPSO parameters (population,
iteration, accelerator, constriction factor...)

Step 2: Input initial position and velocity including
security constraints



Step 3: Calculate fitness function and select the
minimum value

Step4: Record the best value of each particle and
global best

Step 5:  Inputinitial pseudo-gradient = 0 at k=1

Step 6: Calculate the new velocity and update each
particle new position

Step 7:  Re-calculate power flow

Step 8: Calculate the new fitness function for each
particle, compare with the previous iteration

Step 9:  Define new best local and global value

Step 10: Calculate the new pseudo-gradient for the last 2
positions

Step 11: If out of iteration, stop, else return to the step 6.

The flow chart of IPSO-SCOPF is shown in the figure
2.

Generate initial parametes

¥

Input the initial velocity and
position for each particle

h 4

Fitness function evaluation

¥

Record local and global best

¥

Set initial pseudo gradient as 0
at k=1

¥
Calculate new velocity and

update new position for each
particle

¥

Re-evaluating fitness function

'1' k=k+1
Record local and global best 'y

¥

Calculate pseudo gradient for
each particle

Iteration is max

Finish

Figure 2 Flow chart of solving SCOPF by IPSO.

4. RESULTS

The proposed IPSO is experimented for IEEE 6 bus,
“New England System” 39 bus and IEEE 118 bus by
MATLAB 2012, comparing with the recent results.

4.1 Test case 1: IEEE 6 bus [27]

The network diagram is shown in figure 3. This
system has 3 generators and 11 transmission lines and the
data could be found in [30]. The case will be run out in
the Optimal Power Flow (or base case) and the single
landing outline case in which, line 2-3 is faulted.

O

2

om

O
N
R R

Fig. 3. Network diagram of IEEE 6-bus test system.

Due to the small size of the system, IPSO would be in
the local optimum if selecting high population. From the
test, NP = 3 and the iteration is 200. The fitness function
is recorded in the figure 4.

x10°

=l

a 4

1 1 1 1 I 1 1 1 1 1
0 20 40 B0 a0 100 1200 140 160 180 200

Fig. 4 Fitness function for OPF test case 1.

The fitness function is fast laid in the optimum in the
around 20 iterations. Although some noise, it is no need to
increase the iteration.

A difference with [27] is that, M. R. Babu and D.
Harini use only the DC Power Flow for the base case.
Consequently, the operating cost is only compared by the
value, not focusing on the limit of line power flow The
table 1 shows the related value to the OPF results.

For demonstration SCOPF, a single line 2-3 outage
would be considered here. Results of operating cost,
Generator data (compare with the AC Power Flow case in
[27] could be found in the Table 2.



Table 1 Results of IPSO in test case 1 OPF

In this test case, the selected population is 30 and
running in 1000 iterations. Fitness function is performed
in figure [6] by the logarit of axis X due to the large
number of iteration. The optimal operating cost and power
loss is shown in the table 3.

Table 3. Operating cost and power loss of test case 2

Parameters LP IPSO
Operating cost ($/h) 3169.6 3149.3
P,y 100.26 99.84
Pey 61.61 61.55
Pgs 54.99 56.65

Parameters IP [28] IPSO
Operating cost ($/h) | 42147.06 | 42097.43
Power loss (MW) 47.64 35.19

Table 2 Results of IPSO in test case 1 SCOPF

Parameters LP [27] IPSO
Operating cost ($/h) 3171.9 3149.3
Py 100 103.70
Pg 56.79 51.13
Pgs 60.07 63.23

Observing from results, due to different in solving
way (DC Power Flow versus AC Power Flow), the results
in IPSO is better in operating cost. However, IPSO cause
the overload on line 1-4, 1-5, 2-4, 2-5, 2-6, 3-5 and 3-6.
The severity index is 9.2533, higher than 2.0774 of LP
[27]. It would be recognized that the fitness function
could not adapt to the constraints because of the
population of IPSO. If it’s high, the results would be in
local optimum (checked with 50 species and the results is
same for 500 trial run). When it’s low (as the number is 3
in the experiment), the initial is not enough to trend the
results. Initial value would affect a lot to the results
because the 6-bus system is small and less variables to
search.

4.2 Test case 2: “New England System” 39 bus [28]

The network diagram could be found in figure [5]. It
has 10 generators and 46 transmission lines and the data
of system could be found in [28] (only a mistake with a
and c coefficients to each other). The results would be
compared with SCOPF case 2 in [28] (double outage
lines: 6-11 and 12-13).

16
3 15 35
@ 2 2%
39 il 114
S 1
i)
7 31 W
8 G\
=7

Fig. 5. Network diagram New England System 39 bus

o™

Fig. 6. Fitness function of IPSO in test case 2.

As can see from the figure [6], the fitness function
converged fast (at 38th iteration) with a short range of
noise. The operating cost is significantly better than IP
method with the power loss is less and no violations in
power flow, voltage or reactive power at generators. This
shows the advance of IPSO for dealing with IEEE 39 bus
with enough population for searching.

The value of controlling variable is shown in Table 4.

Table 4 Value of control variables in test case 2

Variables IP IPSO |Variables| IP IPSO
Pesp 716.68 | 558.92 Viao 1.032 | 1.000
Peaq 646 | 606.07 Veay 1.006 | 0.950
Ps, 564.31 | 602.37 Vias 0.969 | 1.014
Peas 639.50 | 594.10 Vess 1.002 | 1.019
Peay 508 | 508.00 Vgay 1.008 | 1.050
Poas 644.66 | 598.20 Vias 1.005 | 1.047
Peas 580 | 580.00 Viae 1.05 | 1.043
Pea; 564 | 564.00 Viss 1.03 | 1.021
Ppag 674.68 | 577.76 Visg 1.02 | 0.990
Pyso 764.04 | 1100.00 | v, | 1.047 | 1.012




Because of the same coefficients for all generators, we
do not discuss about generator priority index.

4.3 Test case 3: IEEE 118 bus [29]

Network diagram of IEEE 118 bus is shown in figure
7. It has 54 generators, 186 branches with 130 controlling
variables (53 power of generators (except slack bus), 54
voltage of generators, 8 tap generators, 1 phase shifter and
14 compensators). Due to the severing in line data, there
is some difference in generator cost in recent research.
IPSO is used in OPF and full SCOPF for evaluating.

Fig. 7. Network diagram of IEEE 118 bus.

4.4 IEEE 118 bus Optimal Power Flow (Data
reference: [31])

The selected population is 50 and iteration is 5000
(same iteration with [31]). The results of operating cost of
IPSO and the other method as shown in table 6 with the
fitness function performed in figure 8.

Table 5 Results of fuel cost in test case 3 - OPF

Method Operating cost ($/h)
GA [31] 8278.9
EPGA [32] 6902.0
EPGA 11 [32] 6347.2
HPSO [19] 5691.4
IPSO 4682.8
GSA [29] 4131.8
RDEA [33] 3780.9
IBF [34] 3776.3
EGSA [29] 3776.2
Bi-level [29] 3774.6

The fitness function is converged at 457th iteration
(better than GA which is converged at 2033). The result is
higher than SAs method but significantly better than GAs
method. Due to the difference in coefficient of different
generators, the results of GI index is shown with

comparing the data by GA and EPGA 11 in Figure 9.

Fig. 8. Fitness function of IPSO in test case 3 — OPF.
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Fig. 9. Gl index performance for OPF solution of a) IPSO; b)
EPGA 11; ¢) GA respectively



Regarding that, most of generators in IPSO has
reached the priority selection is 0 or approximately O.
Vice versa, few of generators had run full or nearly full of
capacity (Generators: 10th, 26th, 49th, 80th). In [31] and
[32], GA is chaotic, in which, no generators reach the
peak and a few of generators reach the minimum value of
power. EPGA is better but the most popular value is
around 0.1. Because GA generates off-spring, it has no
direction to approach and only try to decrease fitness
function over the time. PSO with Pseudo gradient lead the
fitness function to a way and keep the way of results.

Particularly, 34/35 Type 1 Generators in IPSO has the
priority is less than 0.1, only the final generators (116th)
has run with the capacity is 84.4. The reason for
concerning these 35 generators is IEEE 118 bus model
history. From [35], IEEE 118 bus used to have 19
generators and 35 generators is added recently. In
MATPOWER [36], the operating value of 35 generators
is initially set at 0 with the high coefficients at operating
cost. It would be an idea for doing this OPF for IEEE 118
bus regarding unit commitment.

4.5 IEEE 118 bus SCOPF (Data reference: [29])

IEEE 118 bus has 186 branches, but due to the
security, only 177 single lines could be outage except {8-
9, 9-10, 71-73, 85-86, 86-87, 110-111, 110-112, 68-116,
12-117}. Although using DSCOPF, the number of
calculation for checking constraints and running power
flow still be large. Consequently, we choose the number
of population is same with OPF but the iteration is drop to
1000. The value of operating cost and fitness function
performance is shown in table 7 and figure 10
respectively.

The results of SCOPF is nearly equal to IBF, which is
upgrade of BF, higher than EGSA and Bi-level but the
difference is too much. The fitness function of SCOPF for
IEEE 118 bus using IPSO is converged at around iteration
300th. It is said “nearly” feasible because the power flow
violations only occur at single line outage: 3rd, 4th and
81th with the severity index is 1.0253, 1.3681, and 1.0204
respectively. Because of saving memory and time to run
the simulation, the data of power flow for each single line
outage case is not recorded, but, due to the formula of
severity index and knowing that, the severity index of an
assuming line is caused by 176 other line, this severity
index is too small and can be passed out (if the index is
less than 2, only one line is violated at each case with the
over ratio is 17% for the maximum severity index case).

Table 6. Results of SCOPF 118 bus test system in test case 3

Method Operating cost ($/h)

BF [34] 6376.1 — infeasible

IPSO 5680.7 — infeasible (nearly)
IBF [34] 5571.5 — feasible

EGSA [29] 5438.4 — feasible

Bi-level [29] | 4893.6 — feasible

10’ 10’ 10 10

Fig. 10 Fitness function performed by IPSO for SCOPF with
test case 3

The priority selection of this case is shown in figure
11. Observing that, the trend of SCOPF is not too
different to OPF case. There are 6 generators run full or
nearly full (26th, 49th, 65th, 76th, 100th and 116th). 10th
and 80th generator, which run full in OPF case, only run
about half of capacity in SCOPF because of security
constraints. Alternatively, 76th and 100th generators,
which is run a few in OPF, has run full of capacity. But,
the trend is still unchanged. 33/35 Type 1 generators
(except two a.m generators) has reached or nearly
minimum of capacity.

1.2

Fig. 11. Gl index performance IPSO for SCOPF in test case.
3.

5. CONCLUSION

This paper has introduced a new method of PSO
(IPSO) based on the current PSO method to solve the full
SCOPF with high dimension. This has the good
characteristics of the origin with rapid convergence and
do not be in local optima. When comparing with other
recent results, it spends more iterations and one-way
method instead hybrid one. Regarding to generator
priority or severity index, it provides basis for expand
OPF or SCOPF problem, regarding to selected security or
unit commitment. For upgrading method, PSO should be
mixed with the other approach like generating offspring:
GA, DE or adding more detailed researching parameters
like BBO, Tabu search, to reduce the iteration if the
system is bigger but maintain the rapid movement and

7



right direction that IPSO had.
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A Hybrid Particle Swarm Optimization and Differential Evolution for
Security-Constrained Optimal Power Flow

Dieu Ngoc Vo, Tri Phuoc Nguyen, Tinh Huu Tran, and Hai Minh Nguyen

Abstract— The security-constrained optimal power flow SCOPF, has a significant role in the power system operation.
However, the SCOPF is a large-scale and complex problem and thus it is a real challenge for solution methods. This paper
proposes a hybrid particle swarm optimization and differential evolution HPSO-DE,) method for solving the SCOPF problem.
The proposed HPSO-DE is a new developed method to employ the advantages of the PSO and DE methods. The proposed
method has been tested on the IEEE 30-bus system for the normal and outage cases with different objective functions of
quadratic and valve loading effects. The obtained results from the proposed method have been verified via comparing to
those from PSO, DE, and other methods in the literature. The result comparisons have indicated that proposed HPSO-DE
method is very effective for dealing with the large-scale and complex SCOPF problem.

Keywords— Differential evolution, hybrid particle swarm optimization and differential evolution, security-constrained optimal

power flow.

1. INTRODUCTION

The general problem of the optimal power flow (OPF)
was first introduced by Carpentier in 1962 (11. The OPF is

to find the optimum settings of control variables such as
generator active power outputs and voltages, shunt
capacitorsireactors, and transformer tap changing settings

in order to minimize total generation cost while satisfying
the generator and system constraints [21. OPF is a complex

and large-dimension optimization problem because there
are many adjustable variables. In addition, the problems of

OPF have a nonlinear characteristic due to the nonlinear
objective function and constraints. With the challenges of

OPF problem brought, over the last half-century many

researchers have contributed a lot in terms of effort and
time to figure out approaches solve this problem. These

methods can be classified into three groups including
conventional, intelligent and hybrid approaches.

Several conventional methods have been implemented
for solving the OPF problem such as Newton-based

techniques (3;, linear programming (41, non-linear
programming 51, quadratic programming 61, and interior
point methods [71. In general, these methods are effective

in solving the simple OPF problems with some theoretical
assumptions such as convex, continuous, and differential
objective functions (81 However, the OPF problem is an

optimization problem with non-convex, non-continuous,
and non-differentiable objective functions. Consequently,
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Department of Power Systems, HoChiMinh City University of
Technology, Vietnam National University HoChiMinh City. Email:

vndieu@gmail.com.
Tinh Huu Tran is with University of Technical Education Ho Chi
Minh City, Ho Chi Minh City, Vietnam.

conventional methods may be difficult to cope with such
problems. Therefore, the determination of a global optimal

solution is not possible with conventional methods.
As a result, artificial intelligence-based methods have

emerged as one of the alternative options for solving the
OPF problem with obtained promising results. The main

solution methods include genetic algorithm (GA) 91,
evolutionary programming (EP, /10, artificial neural
network (ANN, /11, bacteria foraging algorithm (BFA)
(121, tabu search (TS) (13j, and simulated annealing (SA)
141 In addition to the single methods, hybrid methods

have been also widely implemented for solving the OPF
problem such as a hybrid shuffle frog leaping algorithm
and simulated annealing (SFLA-SA) method 1157 as well as

a hybrid modified imperialist competitive algorithm and
teaching learning algorithm (MICA-TLA) (16].

In addition, the OPF can also include constraints that
represent operation of the system after contingency
outages. These security constraints allow the OPF to

dispatch the system in a defensive manner. That is, the

OPF now forces the system to be operated so that if a
contingency happened, the resulting voltages and flows
would still be within limit. This special type of OPF which

is called a security-constrained OPF (SCOPF) is a vital

research area for industrials to enhance the reliability of
practical power systems. Recently, a series of articles have

been proposed for solving this problem. In (17;, the
authors have presented a self-organizing hierarchical
particle  swarm  optimization  with  time-varying
acceleration coeffcients (SOHPSO-TVAC) for dealing
with the SCOPF problem. Xu et al [18; have introduced a
contingency partitioning approach for preventive-
corrective  security-constrained optimal power flow
computation. A modified bacteria foraging algorithm
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(MBFA) has been proposed in (191 to determine the

optimal operating conditions with the aim of minimizing
the cost of wind-thermal generation system and reducing

the active power loss while maintaining a voltage secure
operation. In 20, the authors have proposed a fuzzy

harmony search algorithm (FHSA) to find out the optimal

solution for OPF problem for power system security
enhancement. In (213, the SCOPF problem has been solved

using adaptive flower pollination algorithm (APFPA). The

results reported were promising and encouraging for
further research in this direction.

In this paper, a hybrid particle swarm optimization and
differential evolution (HPSO-DE) (22 is proposed for

solving the SCOPF problem with non-smooth cost
functions such as quadratic cost function and fuel cost
with valve point effects. The proposed approach combines
differential information obtained by DE with the memory
information extracted by PSO to create the promising
solution. The proposed method is tested on IEEE 30-bus
system and their results are compared with conventional
PSO, conventional DE and other methods available in the
literature.

2. PROBLEM FORMULATION

The SCOPF problem is a very large-scale and nonlinear
optimization problem with many complex constraints. The

objective of the SCOPF problem is to minimize the total
cost of thermal units for both normal and outage cases
satisfying different constraints. In this research, various
constraints are considered such as the power balance at
buses, real and reactive power limits at generation buses,
voltage limits at generation and load buses, reactive
power limits of switchable capacitor banks, transformer
tap setting limits, and transmission limits of transmission
lines.

The general mathematical model of the SCOPF
problem is formulated as follows:

Min FX, Uy @

subject to the equality and inequality constraints of the
normal case:

gX, U=0 2)
hX, <0 ®))

and the equality and inequality constraints of the outage
case:

gXxs, US-=0 &)
hexs, U$H<0 )

where F is the fuel cost function of thermal units, X is the
vector of control variables, U is the vector of state
variables, gy, is the set of equality constraints, hy, is the set
of the inequality constraints, and S is the set of outage
lines.

The detailed model of the problem is formulated as
follows.

NQ
MinF =) F(P,) ©®
i=1

where FiPg is the fuel cost function of thermal unit i
represented whether by a quadratic function:

F(P;)=a +bPR, +c.P? @

i’ gi il gi

or by a sinusoidal function added to the quadratic function
representing valve point loading effects:

FI( ) a +b|Pg| +C|Pg2|+|e ><Sln(f X( gi,min Pg|))|
@

in which, Pgi is the power output of thermal unit i, Pgimin iS
the minimum power output of thermal unit i, and aj, b, ¢;,
ei and f; are fuel cost coefficients.

The equality and inequality constraints for the normal
and outage cases as follows.

- Power balance constraints: The real and reactive
power should be balanced at each bus in the system.

Ny B

Py —Pa =Vi 1 1Y, IV [cos(@ 6, -6;)> 1= 1 20
j=1

Np 9

Ny .
Qgi_Qdi =|Vi|Z|Yij ||Vj|5in(5i_5j_9ij)’ =12
j=1
v Np 10)

where Qqi is the reactive power output of thermal unit i,
Pqi and Qqi are the active and reactive power demands at
bus i, respectively, Ny is the number of buses in the
system, |Vi|£ & and |Vj|£&; are the voltage at buses i and j,
respectively, and |Y;j|£8; is an element in Ypys matrix
related to buses i and j.

- Power generation limits: The active and reactive
power outputs of thermal units are limited between their

upper and lower boundaries.
P I min — P < P

g gi,max !

i-1,2, .., Ng abn

le min —Qg| = Ngi,max '’ i:]-, 2, s Ng (12)

where Pgimax IS the maximum active power output of
thermal unit i, Qgimin and Qgimax are the minimum and
maximum reactive power outputs of thermal unit i, and Ng
is the number of generators.

- Bus voltage limits: The voltage at both generation
and load buses should be within their upper and lower

limits.
V <Vy <V

gi,min — gi,max '

i=1,2, .., Ng a3

V <V <V ] :11 21 sy Nd (14)

li,min — li,max

where Vg is the voltage at generation bus i, Vj is the
voltage at load bus i, Vgimax and Vgimin are the maximum
and minimum voltages at generation bus i, respectively,
Viimax and Viimin are the maximum and minimum voltages
at load bus i, respectively, and Ngq is the number of load
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buses.

- Switchable capacitor capacity limits: The capacity

of switchable capacitor banks should be in their upper and
lower limits.

Qci,min SQci chi,max’ i:]" 2, .., Ne a5y

where Qg is the capacity of switchable capacitor bank at
bus i, Qcimax and Qcimin are the maximum and minimum
capacity of switchable capacitor banks, and N is the
number of buses with switchable capacitor bank.

- Transformer tap setting limits: The tap changer of

transformers should be limited in their lower and upper
boundaries.

T <T, <T, k=1,2, ..., N¢ 16)

k,min = ,max ’

where Ty is the value of the tap changer of transformer k,
Timin and Tk max are the minimum and maximum values of
tap changer of transformer i, respectively, and N; is the
number of transformers with tap changer.

- Transmission line limits: The power flow in
transmission lines is limited by their capacity.

S, <S, . 1=1 2, N an

I, max

where S, is the power flow in line I, Simax IS maximum
capacity of transmission line I, and N is the number of
transmission lines.

In this problem, the vector of control variables is
represented as follows:
X =[P,,P, Py V..,V

g21 " g3rm gNgl gl Vg2r

ch’QcZi"'i QNc IT17T2V"ITN[]

in which, Py is selected as the slack bus of the system.

V '
Ny 18)

The vector of state variables is represented by:

U =[Qy1, Qg QgNg NisVigseesVin 1 Sins Sz e Sy, a9

3. IMPLEMENTATION OF HPSO-DE FOR
SOLVING THE PROBLEM

3.1 Particle Swarm Optimization Method

The particle swarm optimization (PSO) method was
developed in 1995 [23; for simulating the social behavior

and a swarm representing the movement organization of a
bird flock or a fish school. The general advantages of PSO

are simple and easy for implementation. In the PSO
algorithm, a population (warm) includes particles
individuals) typically represented by two parameters of
position and velocity, where a particle moves from a
position to another with a certain velocity. However, to
guarantee the intake of swarm, the position and velocity
of each particle should not exceed their limits.

Suppose that a population with N, particles and each
particled d=1, 2, ..., Np has a position Xig and velocity Viq
where i =1, 2, .., N is the dimension of the particle’s

position. The velocity and position of each particle are
calculated and updated as follows:

V" =V "™ +c¢, *rand, * (Pbest, - X ™)
+¢, *rand, * (Gbest— X ™)

10y

(n) _ y (n-1) (n-1)
Xig' =Xig ~ +Vig D

where o the inertia weight parameter, n is the current
number of iterations, c; is the individual cognitive factor,
c2 is the social cognitive factor, Pbesty is the best position
of individual d up to iteration n-1, and Gbest is the best

position among positions of particles.

To enhance the convergence and stability of PSO, a
constriction factor has been introduced in 1999 by Clerc
and Kennedy 241 For the PSO with constriction factor,

the velocity of particles is calculated by:

v V"™ + ¢, *rand, * (Pbest, — X §™) 12
: +¢, *rand, * (Ghest— X

where the constriction factor y is determined by:

, ¢:01+C2,(/)>4 A13)

2
gy
‘2—¢—\/¢>2—4¢‘

On the other hand, the position updating for particles
can be enhanced by using a concept of pseudo-gradient

251. The pseudo-gradient is effective for determining the
best search direction in the search space of non-
differentiable problems. The pseudo-gradient at a point
gp for the minimization a function fcx is determined as
follows [261. Suppose that a point x, in the search space
moves to another x, there are possibilities for the this
movement:

i) If foxo > fox: It indicates that the direction is right
and the particle should continue to move on this
way. Therefore, the pseudo-gradient at point | is
nonzero, e.g. gpxn #0.

ii) If fow > foxp: It indicates that the direction is not
right and the particle should not continue to move
on this way. Consequently, the pseudo-gradient at
point | is zero, e.g. gpxp=0.

The new position of particles is updated using the
pseudo-gradient as follows:

x_(n) — Xi(dnil) + g p(xi(dn))*|vién) | If g p(x i(dn) ) £ O (14)
" X5 +v otherwise

Therefore, the PSO method in this paper is the pseudo-

gradient based PSO with constriction factor is used in the
proposed hybrid method.

3.2 Differential Evolution Method

The DE is a simple population based method developed
by Storn and Price in 1995 (27; for solving optimization

problems. In the DE method, there are three stages for

generating a new population including mutation,
crossover, and selection.



e Mutation stage: In this stage, a base individual is
added by a difference of other individuals to create a new
one so that the search space can be explored. In this
research, the DEsrand/1 mutation scheme is used as
follows:

X0 =X+ F (X% - X5) as

where r1, r2, and r3 are differently random numbers in
the range [1,Np, X,is the new individual created by

other random individuals, and F is the mutation in the
range [0,11.

o Crossover stage: When the mutation stage is
completed, this stage, which is also referred as the
recombination stage, is activated to increase the diversity
of the perturbed individuals. This stage is to mix the
successful individuals from the previous generation with
the newly created individuals. A trial individual is created
as:

O XM ifrand, <CRord =D, 16)
. X otherwise

where rands is a random number in 0,11, Drang IS @
random number in the range [1,Np, and CR is the
crossover rate in the range (0,11,

o Selection stage: This stage is to decide that an
individual is whether selected for the next generation or
not by comparing the best individuals from the previous
generation with the new created ones in the current
generation. The better individuals will be selected for the

next generation.
3.3. The Hybrid PSO and DE Method

Although both PSO and DE are efficient methods for
dealing with optimization problems, they suffer
difficulties when dealing with large-scale and complex
problems. The PSO method can quickly obtain the optimal
solution for a problem but the quality of the obtained
solution is not good for the complex problems. In the
contrary, the DE can easily find a high quality solution of
a problem but it may not find the feasible solution the
complex problems. In this research, a hybrid PSO and DE
is proposed to utilize the advantages of the both methods
for dealing with complex problem such as the security-
constrained optimal power flow problem.

The main stages of the hybrid method are for solving an
optimization problem as follows:

¢ Initialization: A population with Np individuals is
randomly initialized in their limits like many other
meta-heuristic search methods.

o Creation of the first new generation: In this stage, a
new generation is created based on the initialized
one via the mechanism of the PSO and the new
generated population will be evaluated to select the
best ones for the next generation.

e Creation of the second new generation: A new

generation is created in this stage using the
mechanism of the DE method and the newly
created population is also evaluated to select the
best individuals for the next iteration.

3.4. Implementation of the Hybrid PSO and DE Method

The overall procedure of the proposed HPSO-DE
applied for solving the SCOPF problem includes the steps
as follows:

Step 1. Select the control parameters such as the

population size Np, maximum number of
iterations Nmax, cognitive coefficients ¢; and c»,
mutation fact F, and crossover ratio CR.

Step 2: Initialize a population

A population with N, individuals where each
individual contains the vector of control variables
is represented by

Xid :[szd  Pyag oo PgNgd Va10:Vgas ""’VgNgd ' Quas

chd""7Qch’Tld'TZd""'TN[d]
,inwhichi=1, 2, .., N with N=2+Ng+ N¢+Ng-1

andd=1, 2, .., N
Each individual in the population is initialized
by:

Xi(dO) = Xi?i" +rand, * (Xg™ - XiT;in an

On the other hand, the velocity of each individual

in the population is also initialized as:
Vic(10) :Vicrinin + randz *(Vicrjnax _Vicrjnin) 18)
where Xig™ and Xjg™" are the upper and lower
limits of individual d, respectively, Vi™* and
Vig"" are the upper and lower velocity limits of
individual d, respectively, and rand; and rand;
are the random numbers in the range (0,11.

The maximum and minimum velocities of
individuals are calculated by:

V™ = R* (X =X 19
Vg =-Vig™ 20)
where R is the scale factor for the velocity.
Step 3: Evaluation of the initialized population:

Solve the power flow problem for the initialized
population and the obtained result is used to
evaluate the quality of the initialized population
via calculating the fitness function including the
outage case:



N, A
FTd(O) = z F (Pgi) + KpO *(Pgl - Pg“1m)2
i-1

+Kq

0 *Zg:(Qgi _le,iim)z +Kyo *Zd:(vn _Vn"m)z

N
+ Ky *Z(S| - S|,max)2
=)

NO
2
s=1

xlim:

Step 4

N Vimax
Vi((i : :{ ‘

N, _
Kp *(Pgl - Pg“lmys) + Kq *Z(Qgi _chalim’s)2
i=1
Ng . N,
+ Kv *Z(Vli _Vli“m’s)z + Ks *Z(SI - Sl,max,s)2
i=1 I=1
21

where Kpo, Kq, Kw, and Kg are the penalty
factors for real power at the slack bus, reactive
power at generation buses, voltage at load buses,
and power flow in transmission lines the normal
case, respectively, K, Kg Ky, and Ks are the
penalty factors for the outage case, pg“lmis the

real power limit of the slack generator, Qéiim is the
reactive power limit at generation buses, V,'™is
the voltage limit at load buses, Pg”l'“vS is the real

power limit of the slack generator corresponding
to the outage line s, Q;m,s is the reactive power

limit at generation buses corresponding to the
outage line s, V™ is the voltage limit at load

buses corresponding to the outage line s, and No
is the number of outage lines.

The limits of the state variables including real
power at the slack bus, reactive power at
generation buses, and voltage at load buses for
both normal and outage cases are determined as
follows:

Xow EX>X
Xomin 1T X <X
X otherwise

22)

where X represents Pg1, Qgi, and Vii.

Set the initialized population to the best position
of each particle Pbesty with the corresponding
best fitness function FT4* and the best position
among particles in the population is set to Gbest.

Set the iteration counter n=1.
Calculate a new population:

In this step, the new population is created using
the mechanism of PSO. The new velocity of

individuals is calculated by using (12). If the new

obtained velocity violates its limits, a repairing
action is performed as follows:

TAVARAVALS
if V" <y

) 23)
v

The new generation of the population is updated

4.

()
Xidn

Step 5:

Step 6:

Step 7:

Step 8:

Step 9:

X "(m)
new(n) __ id
X id - {

Step 10:

Pbest, ={

Step 11:

by using (14). If the new position violates its
limits, a repairing is carried out:

[
X"

Evaluation of the first generated population:

if X® > X7
if XO < X"

24

Solve the power flow problem for the first new
population X;¢™ and the obtained result is used to

calculate the fitness function FT4™ in 21).
Mutation:

The second new population Xig™ in this step is
calculated, based on the population Xiq ™ created

from the PSO mechanism, using the mutation
process of DE by using (15).

The new position Xig™ is prepared using 24 if its
limits are violated.

Crossover:

The crossover process gives new individuals of
the population determined by (16).

Evaluation of the second generated population:

Solve the power flow problem for the second
new population and the obtained result is used to
calculate the fitness function FT 4™ in 21).

Selection:

The selection of the new population based on the
first and second new generated populations is
described by:

if FT,® <FT"
otherwise

25)
X

Update the new fitness function value FTg""®
corresponding to X;g"e"™.

Update the best population:

The best position of each particle is updated
using the new population and the best stored
values given by:

x_r;ew(n)
Pbest,

|f FTdnew(n) < FTdbest
otherwise

(26)

Update the corresponding best fitness function
FT st The best position among Pbesty is set to

Gbest.
Check the sopping criteria:

If N < Nmax, N =n + 1 and return to Step 4,
Otherwise, stop.

NUMERICAL RESULTS

The proposed HPSO-DE has been tested on the IEEE



30-bus system for the two cases where the fuel cost with

quadratic function and valve point loading effects are
considered for the normal and outage cases. In the outage

case, two subcases are considered with 5 and 9 outage
lines. The test system has 30 buses, four transformers, 41

transmission lines, and two switchable capacitor banks.
For the outage cases, the 5-outage lines include 1, 2, 3, 5,
and 7 and the 9-outage lines consist of 1, 2, 4, 5, 7, 33, 35,
37, and 38.

The data of the test system is from 287 with the fuel
cost coefficients for quadratic function from 28;. The fuel

cost coefficients for valve point loading effects and the
transmission line limits are given in Appendix. The lower

voltage limit of all buses in the system is set to 0.95 while

the upper limit for the slack, generation, and load buses is
set to 1.05, 110, and 1.05, respectively. The lower and

upper limits for tap changer of transformers are set to 0.90
and 1.10, respectively. The lower limit of switchable

capacitor banks is set to zero while their upper limit is set
to the fixed value in the original data. The lower and upper

limits of reactive power at generation buses are selected
as in [291. The power problem in this research is solved by

Newton-Raphson method using Matpower 29,

For implementation of the proposed method, the control
parameters of the proposed HPSO-DE for the test system

are selected based on experiments as follows. The number

of population is set to 10, all penalty factors to 109, all
cognitive factors of PSO to 205, the scale factor for

velocity of individuals to 0.15, the mutation factor to 0.7,
and the crossover rate to 0.5. For the number of iterations,

the different number of iterations is used for different test
cases. The number is set to 150 for the normal case with

quadratic fuel cost function, 200 for the normal case with
valve point loading effects, 250 for the cases with 5 and 9
outage lines with quadratic fuel cost function, and 300 for
the cases with 5 and 9 outage lines with valve loading
effects. The proposed HPSO-DE method is coded in

Matlab and each case is performed 50 independent runs to
obtain the best solution. Moreover, the PSO and DE

methods have also implemented to solve the same cases
with HPSO-DE for result comparison. The parameters of

PSO and DE are selected similar to the ones in the HPSO-
DE method.

4.1 Normal case

For the normal, the proposed HPSO-DE is implemented

for solving the OPF problem for the two cases with the
objective of quadratic function and valve point loading
effects.

411 Objective with quadratic function

In this case, the only HPSO-DE method is applied to
solve the OPF problem with quadratic fuel cost function.

The obtained results by the proposed method including
best cost, average cost, worst cost, standard deviation, and
computational time are given in Table 1. As observed
from the table, the average cost closes to the best cost and
the standard deviation is rather small. Therefore, the

solution quality obtained the proposed method in this case

is high.
The obtained result from the proposed HPSO-DE has

been compared to that from other methods such as tabu
search (TS) (301, evolutionary programming EP) (31,

parallel EP (32), parallel self-adaptive differential
evolution with augmented Lagrange multiplier pSADE_ALM)
(335, and PSO methods [34-35). The total cost obtained by

the proposed method is better than that from many other
methods except for PSO-TVIW and SOHPSO-TVAC in

[61. The total cost from the proposed method is slightly
higher than that from PSO-TVIW and SOHPSO-TVAC
due to the voltage limit at the slack bus. The upper voltage

limit at the slack bus has an impact on the objective
function. For example, the total cost obtained by HPSO-

DE in this case is $ 802.2484 with the upper voltage limit
at the slack bus set to 1.05 pu while the total cost from the
methods from (357 is obtained at the upper voltage limit of
the slack of 1.06 pu. The higher upper voltage limit at the

slack bus is used, the lower total of thermal units is
obtained. In general, the proposed HPSO-DE is effective

to find the optimal solution for the OPF problem in the
normal case. The optimal solution obtained by the HPSO-

DE method fir this case is given in Appendix.

Table 1. Obtained result obtained by HPSO-DE in the
normal case with the objective of quadratic fuel cost function

Best cost $) 8022484
Average cost $) 805.8013
Worst cost $) 840.1040
Standard deviation 87117
Avg.CPU time (s) 8.719

Table 2. Result comparison for the normal case with the
objective of quadratic fuel cost function

venads | P | e
TS (30 802.29 NA
EP 313 80262 NA
Parallel EP%[32; 80251 502
SADE_ALM (33 802404 15934
pSADE_ALM (33 802.405 17.295
Conventional PSO [34; 802586 28.208
PSO-TVAC 34 80267 11255
PG-PSO (34 802.252 11416
BPSO (35 803.13 3515
PSO-TVIW (35 802.11 33756
PSO-TVAC (35) 80356 3582




SOHPSO-TVAC (35; 802.03 2943

HPSO-DE 802.248 9.298

412 Objective with valve point loading effects

In this case, the valve loading effects are considered in
the objective of the problem. However, the DE method
cannot find the feasible solution with the selected
parameters as the HPSO-DE. Therefore, to obtain a
feasible solution for the problem in this case, the
population for DE is set to 70. The obtained solutions
including the best cost, average cost, the worst cost,
standard deviation, and computational time from PSO,
DE, and the proposed method are given in Table 3.
Among the three methods, the proposed method can
obtain the best total cost and the DE provides the worst
total cost. For the computational time, the PSO method is
faster than the other methods while the DE method takes
longer time than the others due to using a large
population. The convergence characteristic of HPSO-DE,
PSO, and DE methods for this case are shown in Figure 1.
As shown in the figure, the proposed method can reach
better solution than both PSO and DE after 200 iterations.
The optimal solutions obtained by these methods are
given in Appendix.

Table 3.Obtained result for the normal case considering
objective with valve point loading effects

Method PSO ED HPSO-DE

Best cost $) 930.3223 | 970.7400 | 917.7518

Average cost $) 9746577 | 999.3013 | 9585162

Worst cost $) 10429890 | 1038.7125 | 1099.4167

Standard deviation | 29.1070 14.4135 23.1749

Avg.CPU time (s) 7.750 39.779 11517

2.5 13 13
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DE
= HPSODE

1000

15 980
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—r
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920

Fitness Function ($/h)
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0
0 20 40 60 80 100 120 140 160 180 200

Number of Iterations

Fig. 1. Convergence characteristics of PSO, DE and HPSO-
DE for the normal case with valve point loading effects.

4.2 Outage case

For the outage case, two scenarios are considered
including 5 and 9 outage lines in the system for both cases
with the objective with quadratic function and valve point
loading effects.

4.2.1 Objective with quadratic function
e The case with 5-outage lines

The obtained results including the best cost, average
cost, the worst cost, standard deviation, and computational
time from the HPSO-DE, PSO, and DE methods in this
case are given in Table 4. As observed from the table, the
HPSO-DE can obtained better cost than the other methods
in terms of the best cost, average cost, the worst cost, and
standard deviation while the PSO method is faster than
the others. The convergence characteristic of these
methods for this case is given in Figure 2. As observed,
the proposed HPSO-DE and PSO method can reach an

approximate solution while the DE method need more
iterations but the obtained solution is not good enough
compared to HPSO-DE and PSO methods. The optimal

solutions obtained by these methods for this case are also
given in Appendix.
The best cost from the HPSO-DE, PSO, and DE

methods have been compared to those from PSO and DE
based methods from the literature as in Table 5. As seen

from this table, the proposed method can obtain better
total cost than other methods do. The result comparison

has verified that the proposed HPSO-DE is effective for
dealing with the problem in this case with 5-outage lines.

Table 4. Obtained result for the case of 5-outage lines with
the objective of quadratic fuel cost function

Method PSO ED HPSO-DE

Best cost ($) 826.1400 | 8336628 | 8253571

Average cost $) 8405281 | 877.0613 | 8349393

Worst cost $) 904.3178 | 936.0727 | 870.7170

Standard deviation | 195032 241500 145300

Avg. CPU time () 70.675 469.641 99.638

PSO

= HPSODE
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860

4 840
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Fitness Function ($/h)

w
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Q
Q
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Fig. 2. Convergence characteristics of PSO, DE and HPSO-



DE for the case of 5-outage lines with the objective of
quadratic fuel cost function.

Table 5. Result comparison for the case of 5-outage lines with
the objective of quadratic fuel cost function

Methods Best total _CPU
fuel cost $) | time )
SADE_ALM (33 826979 46.896
pSADE_ALM (33 826.242 119812
Conventional PSO [34) 827.186 175245

PSO-TVAC (34 828.012 130.59
PSO 826.1400 70.675
DE 833.6628 469.641
HPSO-DE 825.3571 99.638

e The case with 9-outage lines

For this case, the HPSO-DE and PSO methods can
obtain the optimal solution while the DE method cannot
find feasible solution due to violating constraints. The
obtained solutions including the best cost, average cost,
the worst cost, standard deviation, and the computational
time from the HPSO-DE and PSO are given in Table 6.
The results obtained from the proposed HPSO-DE are all
better than those from the PSO method except the
computational time, especially the best cost from the
proposed method is much better than that from the PSO
method. The convergence characteristic of these methods
is shown in Figure 3. In this figure, the HPSO-DE method
reaches stable after 250 iterations while the PSO can be
further improved and DE cannot reach the feasible
solution. The optimal solutions by the HPSO-DE, PSO,

and DE methods are given in Appendix.

Table 6. Obtained result for the case of 9-outage lines with
the objective of quadratic fuel cost function

Method PSO HPSO-DE
Best cost $) 8343601 | 8254352
Average cost ($) 8734729 | 8495369
Worst cost $) 937.0004 | 920.6872
Standard deviation | 249403 26.2689
Avg. CPU time () 97.566 144327

Table 7. Result comparison for the case of 9-outage lines with
the objective of quadratic fuel cost function

CPU time
Methods Best total fuel
cost ®)
SADE_ALM (33 834547 82932
pSADE_ALM (33 826978 157401

Conventional PSO 34 833504 637528
PSO-TVAC 34 837.728 417145
PG-PSO 134 825993 179574
PSO 834.3601 97.566
HPSO-DE 825.4352 144327
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Fig. 3. Convergence characteristics of PSO, DE and HPSO-
DE for the case of 9-outage lines with the objective of
quadratic fuel cost function

The best cost from the HPSO-DE and PSO methods has

been compared to that from other methods such as DE and
PSO based methods as given in Table 7. As shown in the

table, the total cost from the proposed method is better
than the other methods. The result comparison has

indicated that the proposed method is very effective for
dealing with the problem for the most severity case.

4.2 .2 Objective with valve point loading effects

For the case that the objective with valve pint loading
effects, the two scenarios with 5 and 9-outage lines are

also considered.
e The case with 5-outage lines

For dealing with the case of 5-outage lines, the DE
needs 500 iterations to find the optimal solution. The

results including the best cost, average cost, the worst
cost, standard deviation, and computational time obtained
by the HPSO-DE, PSO, and DE are given in Table 8. As

observed from the table, the proposed HPSO-DE method

can obtain better results than other methods for all the best
cost, average cost, the worst cost, and standard deviation.

For the CPU time, the PSO method is faster than the other
methods. The obtained results have indicated that the

proposed HPSO-DE can be a very effective method for
dealing the complex problem in this case. The
convergence characteristic of HPSO-DE, PSO, and DE is

given in Figure 4 and the optimal solution obtained by
these methods is given in Appendix.

Table 8.Best result of SCOPF in case of 5-outage lines
considering objective with valve point loading effects



Method PSO ED HPSO-DE

Best cost $) 1036.3883 | 1047.5443 | 1035.9443

Average cost $) 1051.0038 | 1090.9916 | 1040.5190

Worst cost $) 11452705 | 1185.9028 | 1081.6711

Standard deviation | 226513 31.1450 7.3536

Avg. CPU time (s) 64.796 565.113 117571
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Fig. 4. Convergence characteristics of PSO, DE, and HPSO-
DE for the case of 5-outage lines with the objective of valve
point loading effects.

e The case with 9-outage lines

For dealing with this case, the number of individuals
and maximum number of iterations for the DE method are
set to 70 and 1500, respectively. However, DE cannot

obtain any feasible solution. Therefore, the DE method

cannot properly deal with a very complex problem in this
case. The results obtained by HPSO-DE and PSO in this

case are given in Table 9. For this case, the best cost and
average cost from the proposed HPSO-DE are better than

those from the PSO method while the worst cost and
standard deviation from the PSO method are better than
those from the proposed method. The he PSO method is

faster than the HPSO-DE in this case. The convergence
characteristic of PSO, DE, and HPSO-DE are given in
Figure 5 and the optimal solutions by HPSO-DE and PSO
methods are given in Appendix.

Table 9. Obtained result for the case of 9-outage lines
considering objective with valve point loading effects

Method PSO HPSO-DE
10419920 | 1036.8080
10722306 | 1061.3965

11726504 | 11739480

Best cost ($)

Average cost $)

Worst cost $)

Standard deviation 23.6435 348727
Avg. CPU time (s) 117.247 175688
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Fig. 5. Convergence characteristics of PSO, DE, and HPSO-
DE for the case of 9-outage lines with the objective of valve
point loading effects.

5. CONCLUSION

In the paper, the proposed HPSO-DE method has been
effectively implemented for solving the SCOPF problem.

The SCOPF problem is really a challenge for optimization
methods due to its complexity and large-scale. The

proposed HPSO-DE has effectively exploited the

advantages of both PSO and DE methods for dealing with
the SCOPF for different scenarios. The effectiveness of

the proposed method has been verified on the IEEE 30-

bus system with quadratic and valve point effects
objective considering 5-outage and 9-outage lines. The

obtained results by the proposed method have been
compared to those from other methods and both PSO and
DE methods. The result comparisons have indicated that

the proposed method can effectively deal with the
problem for different cases. Therefore, the proposed

HPSO-DE method can be an alternative method for
dealing with the complex and large-scale SCOPF problem.
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Table Al. Fuel cost with valve point effects of the IEEE 30-bus system

Unit | ai&h bi $MWh) Ci $MW?h) eidh | fiMW)

1 150 200 0.00160 50 0.063

2 25 250 0.01000 40 0.098

3 0 100 0.06250 0 0

4 0 325 0.00834 0

0 300 0.02500 0 0
8 0 300 0.02500 0 0
Table A2. Transmission limits of the IEEE 30-bus system

Line number 1 2 3 4 5 6 7 8 9
Simax (MVA) 130 130 65 130 130 65 90 130 130
Line number 10 11 12 13 14 15 16 17 18
Simax (MVA) 32 65 32 65 65 65 65 32 32
Line number 19 20 21 22 23 24 25 26 27
Simax (MVA) 32 16 16 16 16 32 32 32 32
Line number 29 30 31 32 33 34 35 36 37
Simax (MVA) 32 32 16 16 16 16 16 16 65
Line number 38 39 40 41 42
Simax (MVA) 16 16 16 32 32

Table A3. Optimal solutions by PSO, DE and HPSO-DE for the objective with quadratic fuel cost function

Normal case 5-outage lines 9-outage lines
Optimal solution
HPSO-DE PSO DE HPSO-DE PSO DE’ HPSO-DE
Pe1(MW) 176.2417 1232310 | 1220641 1233957 1169869 | 1331681 1233180
Ps2 (MW) 48.8183 64.6073 48.6945 64.1584 62.0662 66.2429 63.0275
Pes (MW) 215263 251179 29.6548 25.9006 224018 233168 25.0899
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Pss (MW) 221117 35.0000 35.0000 35.0000 35.0000 16.2312 35.0000
Pc11 (MW) 12.1442 211329 26.4425 21.3319 23.8303 26.1852 23.3210
Pc13 (MW) 12.0000 20.8805 27.5348 19.9969 29.3561 26.5965 19.9988
V1 (pu) 1.0500 1.0500 1.0500 1.0500 1.0500 10214 1.0500
Va2 (pu) 1.0374 1.0306 1.0364 1.0348 10314 10138 1.0354
Ves (pu) 1.0102 0.9966 0.9946 10112 10034 10197 1.0081
Vs (pu) 10175 10101 1.0183 10210 10112 1.0048 10179
Ve (pU) 1.1000 1.0981 1.0644 1.0999 1.0684 10726 1.1000
Veis (pU) 1.0852 1.0417 1.0840 10741 10775 0.9500 10794
T pw 10131 1.0598 0.9696 1.0625 0.9800 09721 1.0324
T2 (pwy 0.9193 0.9022 1.0084 0.9077 0.9000 1.1000 0.9277
Tis (pw 0.9988 1.0047 09797 0.9796 0.9859 0.9055 1.0026
Tss (pU) 0.9414 09517 0.9837 0.9653 0.9438 0.9634 0.9575

= The result is infeasible due to violating constraints.

Table A4. Optimal solutions by PSO, DE and HPSO-DE methods for the objective with objective of valve point loading effects

Optimal Normal case 5-outage lines 9-outage lines

solution PSO DE | HPSO-DE | PSO DE | HPSODE | PSO | DE | HPSODE
PerMW) | 1988043 | 1919567 | 1990761 | 999253 | 1000975 | 998674 | 989462 | 912403 | 999352
Pe2 (MW) 514459 | 200000 | 490582 | 80.0000 | 786888 | 80.0000 | 80.0000 | 80.0000 | 80.0000
Pes MW) 150000 | 37.1975 | 150000 | 27.0034 | 274269 | 257563 | 293441 | 426574 | 268497
Pes (MW) 100000 | 146233 | 100000 | 349769 | 350000 | 350000 | 350000 | 230529 | 350000
PeirMW) | 100000 | 100000 | 100000 | 241627 | 300000 | 252155 | 21.0345 | 30.0000 | 223602
PaisMW) | 120000 | 200575 | 120000 | 229804 | 189334 | 231453 | 247469 | 218148 | 24.9929
Vo1 () 10500 | 10204 | 10500 | 10500 | 10500 | 10500 | 10500 | 10500 | 1.0500
Va2 (U 10290 | 09993 | 10301 | 10391 | 10369 | 10423 | 10363 | 10361 | 10406
Vs (PU) 09500 | 09605 | 10030 | 10183 | 09665 | 10171 | 09912 | 10244 | 10143
Vs (PU) 09594 | 09500 | 10045 | 10256 | 09936 | 10290 | 10166 | 10017 | 10075
Vo1 (PU) 10023 | 11000 | 10575 | 10999 | 09698 | 10589 | 11000 | 10825 | 1.1000
V13 (U) 10781 | 10591 | 10614 | 10561 | 10866 | 10842 | 10942 | 10340 | 10521
Ta1 (W 10557 | 09000 | 09857 | 10367 | 10833 | 09773 | 10055 | 09711 | 10160
Ti2 (W 09920 | 10770 | 09812 | 09276 | 09682 | 09574 | 09819 | 11000 | 0.9000
Tas(pW 09000 | 09000 | 10589 | 09853 | 09882 | 10141 | 10149 | 09037 | 09549
Tas (PU 09000 | 09000 | 09520 | 09538 | 09356 | 09527 | 09527 | 09345 | 09490

= The result is infeasible due to violating constraints.
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DPANH GIA PQ TIN CAY HE THONG BIEN CO XET
PEN CUONG PQ CAT CUONG BUC
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1Tr1fdng Dai hoc Su pham Ky thuat TP Ho6 Chi Minh

2Céng ty Dién Luc Bén Tre
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TOM TAT
Mot trong nhitng yéu t§ quan trong trong quan 1y va van hanh hé théng dién 1a danh gia do tin cay
ctia hé thong ngudn, h¢ théng ngudn két hop véi hé thong truyén tai, hé thong truyén tai. Nhiém vy
chinh cla viéc danh gia do tin cay hé thong dién 1a udc tinh kha ning san xuat, van chuyén va
cung cap dién nang cua hé thong. Nghién ctru nay sir dung phuong phép Nodal Effective Load
Model c6 xét den cudong do cudng birc FOR (force outage rate) cua t6 may phat, may bién ap va
duong day truyén tai dé danh gia cac chi s6 do tin cay ciia hé thong dién. Cong cu sur dung 1a phan
mém TRANREL.FOR dé danh gia do tin cdy theo cac tham s6 xac sudt ngau nhién va dugc ching
minh trén hé thong dién cao ap thuc té voi tong s6 nit 24.
Tir kKhoa: chi s6 dé tin cdy, cuwong dg cdt cwéng bire, xdc sudt ngau nhién, hé sé khong san sang,
chi tiéu thiéu nguon
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RELIABILITY EVALUATION OF POWER SYSTEM
CONSIDERING FORCE OUTAGE RATE
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ABSTRACT

In the management and operation of power systems, reliability evaluations of generation system,
combined generation and transmission system, as well as transmission system are extremely
essential. The fundamental objective of reliability evaluation is to estimate the power supply and
transfer capacities of power systems. In this study, the Nodal Effective Load Model method is used
for assessing the overall system reliability indices with the consideration of the force outage rate
(FOR) of the generators, transformers, and transmission lines. Moreover, the software
TRANREL.FOR is ultilised as a simulation tool for the probabilistic reliability assessment and it is
tested on a practical 24-bus power system.
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DAT VAN BE

Hé thong dién (HTD) 1a mot hé thong bao
gd6m nha may dién, duong day truyén tai, may
bién 4p, duong day phan phdi va cac phan tir
khéc. Nhiém vu co ban cia HTD la san xuit
va cung cép dién nang toi noi ti€u thu mot
cach lién tyc va chat luong véi gia thanh thap
nhit. Nhiém vu co ban ciia hé thong truyén tai
1 van chuyén dién ning tir noi san xuat dén
noi tiéu thu véi do tin cay cao nhat.

Khi chuyén tr mo6 hinh hoat dong dién doc
quyén sang thi truong dién canh tranh thi
danh gia do tin cdy, on dinh ctia hé théng dién
va nang cao chat luong dién ning 1a mot
trong nhitng nhiém vu chinh. Chi s6 do tin
cay (LOLP, LOLE, EENS, v.v...) 1a chiing
chi s6 rat quan trong dbi véi nha quan Iy va
van hanh, duoc thé hién [1]-[3]. Hién tai co
rat nhiéu phuong phap va giai thuat dé lam
cong cy danh gia do tin cdy cia hé théng dién
nhu Monte carlo simulation, phuwong phap
xdc sudt ngau nhién, v.v...voi nhidu phan
mém MECORE (Monte carlo Evaluation of
Composite system Reliability) do University
of Saskatchewan (Canada) phat trién;
TRELSS (Transmission Reliability
Evaluation Large Scale System), CREAM
(Composite Reliability Assessment by Monte-
Carlo) va PRA (Probabilistic Reliability
Assessment) do EPRI (Electric Power
Reserch Institute) and Southern Company
Services ctia My phat trién va quan ly;
METRIS do tdp doan EDF cua Phap phat
trién va quan 1y [3]. Nghién ctru nay sir dung
phuong phap Nodal Effective Load Model co
xét dén cuong do cudng buc (FOR) cua tb
may phat, may bién ap va duong diy truyén
tai dé danh gia cac chi s6 do tin cay cua hé
thong dién.

DANH GIA PQ TIN CAY THEO XAC
SUAT NGAU NHIEN

Panh gia do tin ciy theo cip do |
Cép d6 I ctia h¢ thong dién 1a chi chi ¥ dén hé
thong nguon dién. Do do, chi so dd tin cay

ciia hé théng dién cap d6 I chinh 14 cta hé
théng ngudn dién. Cé nhiéu phwong phap dé
danh gia do tin cay & cAp d6 1. Hé thng thuc
cp d6 I nhu trinh bay ¢ Hinh 1(a) c6 thé
dugc mo phong thanh hé théng twong duong
nhu trinh bay ¢ Hinh 2(b). Piéu nay twong
duong véi viée ting thém cong suat C; (MW)
vao phu tai voi cung ti 1&€ cudng birc theo
cong thirc (1).

C, [Mw] : i i

FOR =g,

(a) Hé thong thue (D) Hé thong twong dwong
Hinh 1. Hé thong dién thiee té va mé phong tirong
dwong & cdp do 1

X, =X+ D Xy (1)

Trong do,

Xe: bién ngau nhién ctia phu tai cong thém vio
x_: bién ngau nhién cua phu tai da c6

Xoi: bién ngdu nhién cua vxéc sudt phy tai }é
nguyén nhan boi FOR t0 may 7 the i (bién
ngau nhién 1a gia tri bat ky mdt to6 may nao bi
hong)

NG: tong s t6 may co trong hé thong dién
Dl}'dng cong phu tai tuong duong cua HLI c6
thé dugc tinh toan theo cong thire (2) nhu sau:

in @i (Xe) = 1y @i (%) ®y i (Xg)

:_[ i @i (Xe = X )y o (Xg)dx @)

Trong do,

® toan tir tich phan toan by duong cong phu

tai ndi dai

o Po (Xe - XOi):HLI CD(XL)

wu foi(X,) 1a ham phan phdi xac suit cia

cudng do cit cudng birc cua may phat thi i
LP la dai luong phu tai cuc dai [MW]

Chi s6 d tin cdy cAp do I 1a LOLE, (Loss
of load expectation) va EENSy, (Expected
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energy not served) dugc tinh nhu sau:
LOLE,,, =, ® (x) |,  [hours/year] (3)

EENS,, = w®()dx  [MWhiyear] (4)

Trong do,
IC 1a tong cong suat clia cac to may phat [MW]
Panh gia do tin ciy cap do IT
Cép do II tic 1a dénh gia cung lic hé thong
ngudn va hé thong truyén tai. Cac chi s6 do
tin cay hé théng dién mac do II 1a chi tiéu
thiéu ngudén LOLE (loss of load expectation),
thoi gian cit tai EDLC (Expected duration of
load curtailments), chi tiéu thiéu nguon EENS
(Expected energy not supplied), chi sb SI
(Severity Index), chi s6 ning lugng d tin cay
EIR (Energy Index of Reliability). Co nhiéu
may phat, duong ddy truyén tai dugc c¢b dinh
trong phan tich phan bd coéng suit, phan tich
sy ngau nhién, diéu d6 may phat, phan tich
qua tai trén duong day truyén tai,... Hinh 2
trinh bay hé thong twong duong ¢ HLIL CG;,
CTy, 01, twong Gng 1a cong sudt ngudn phat,
cong suat dudong day truyén tai, hé s6 khong
san sang, NT 1a s6 duong day truyén tai, k 1a
chi s tai tai cac nhanh va j cac trang thai cia
hé théng [3].
Mo hinh tai cdp do HLII c6 thé xac dinh tir
tong hop tai ban ddu va xac sut tai gay ra boi
su khong san sang clia may phat va dudng
day truyén tai va ky hiéu nhu SFEG & mdi
diém tai nhu hinh 2c. Mo hinh tai hiru ich
ngau nhién va c6 thé tinh nhu cong thic (5):
NS

kXeTkXL+ 2 k ¥osi) ©)

Trong do,

 Xe bién ngiu nhién tai hitu ich trong hé

thdng dién hop nhét ¢ diém tai thir k
KL bién ngiu nhién cua tai ban dau o diém
tai thor k

« Xosi bién ngau nhién cuia x4c suat tai gay ra

boi SFEG & diém tai thi k

J s6 trang thai cua hé thong

NS tng sb trang thai caa hé thong

. ey A
v O—I_ Hé théng
CGL, gy @_I_ truyen tai
: CTw: qn
Al L
. CTyes diny
a

(@)  Hé thong thuc té

o-HO| OO o-H0-| OO

AR, eee AR sse R

i2
i i - oo i eee « ins

9=
fos (%) APy
k " osi Xuj -
Ulerd

(b) Tong hop gia thiét twong dwong mdy phat
SFEG (Synthesized Fictitious Equivalent

Generator)
CG,, 0 @_|_
Hé théng
CGp 0 ®—I_ truyén tai
: CT, qu=0
ce, 04 - AP,
: CTNT, qINT=O {kq

(c) Hé thong twong dwong
Hinh 2. Hé thang thuc, hé thong tirong drong HLIT
Sau tai cac may phat 1" dén i ™ ham phan b
xdc suat , @, cua CMELDC (Composite
power systgm Equivalent Iroaq Duration
Curve) & diém tai thtr k ¢ thé bicu dién tinh
toan theo cong thic (6):
(D)= D, (%) ®, fig(X) :J' c @0 (X =X ) Fo (Xog )X g

(6)

Trong do,
kq,nbién d6i LDC & diém tai thi k
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v fosi cong suat hong moc ciia SFEG hoat

d6ng boi nhiéu may phat 1" dén i" ¢ diém tai.
Panh gia @9 tin ciy ciia hé thong truyén tai
Danh gia d¢ tin cdy xac sudt ngau nhién cua
hé thong truyén tai la hi€u so gilta chi so do
tin cay cua hé thong dién cap d6 Il vai chi s
d9 tin cay cua h¢ thong dién cap do I dugc thé
hién cong thtc sau:

Nghién ctru nay sé ap dung 1y thuyét cho lui
dién c6 muc dién ap tir 110kV dén 220KV cua
hé théng dién Pong Bang Song Ciru Long
(PBSCL) thudc cip quan ly cua truyén tai
dién Mién Tay. Hang sd khong san san (FOR)
clia cac phan tir 1a thong sé dau vao rat quan
trong dé tinh toan cac chi sb do tin cay cua hé
thong dién. Nghién ctru nay sir dung hing sb
FOR cho tirng nhom phan tir trén cac bai bao

LOLE, =LOLE,,,, —LOLE,,, (7 A A
khoa hoc trén tap chi IEEE [3]-[5] dé lam co
EENS;s = EENS,,,, —EENS,, (8) s& tinh toan do tin cdy ciia hé théng dién nhu
DPOI TUQNG NGHIEN CUU trinh bay tai Bang 1,2,3.4, 5.
Théng s6 diu vao danh gia d9 tin cay luéi Bang 3. Thong so phu lial ngay hé thong dien cao
. \ . ap hien tai
Bang 1. Thong so nguon cua hé thong dién cao ap P 8
PBSCL NGt Céng suit NGt 08
Nuat £,z Cong suit T ph}" phu i TT ph.l'l phu tai
So to z - tai [MW] tai X
TT thanh méy t0 may FOR [MW]
cai [MW] 11 330 8 18 75
L 2 . 330 0.08 2 2 135 9 19 60
2 8 4 37,5 0,02
3 8 1 33 0,02 3 4 120 10 20 130
4 10 4 253 0,05 4 14 75 11 21 180
5 10 2 265 0,05 5 15 45 12 22 75
Bang 2. Thong s6 dieong ddy hé thong dién cao 6 16 90 13 23 45
ap DBSCL 7017 120 14 24 60
g5 Congsuat Bing 4. Thong s6 tram bién ap 220kV/110kV ciia
T BS” UBS ma dgg;‘g FOR hé théng dién cao dp PBSCL
ch a i
[MW] Tr Temoam oo b pmw) TOR
1 1 2 2 335 0,0035 bién ap
2 1 6 1 335 0,0035 1 Busl-17 2x125 0,0015
3 1 7 1 335 0,0035 2 Bus2-16 2x125 0,0015
4 2 5 1 335 0,0035
’ - 0,0015
5 2 8 1 335 0,0035 3 Bus5-15 2X125
6 2 10 2 335 0,0035 4 Bus3-14 2x250 0,0015
7 2 13 1 335 0,0035 5 Bus6-18 2x125 0,0015
8 3 4 2 367 0,0035 ) 0.0015
9 3 5 5 367 0.0035 6 Bus7-19 1x125 0,001
0 3 9 1 335 0,0035 7 Bus8-20 2x125 0015
11 5 9 1 335 0,0035 8 Bus9-21 1x250+1x125 0,0015
125 7 1 335 0,0035 9 Busi1l-22 1x250 0,0015
13 8 9 1 335 0,0035 0.0015
15 10 11 1 335 0,0035 N A O A 13 o \
% 10 12 1 335 00035 Tu caf: thon'g s0 trén so do 1}1nh .3 s& trinh bay
17 10 13 1 335 0,0035 h¢ thong dién cao ap tur cap dién ap 110kV
8 12 13 1 335 0,0035 dén 220k V.
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Chau Béc
BUS3- 220KV

21>

BUSL4 - 110K
Thot N6t

BUS5- 220kV

BUS4- 220kV

BUS 15-110kV

BUS 21~ 110kV

Rach Gia
BUS 9- 220K

caMau  NeddA

O Man
BUSZ 220KV

Cly Lay
BUS 1- 220kV

Vinh Long
BUS 6 - 220kV

BUS16 - 110kV/|

BUS8- 220kV

: BUS 18-110kV
Cao Lanh

BUS7- 220kV

Tra Néc
BUS 19- 110kV

hd Séc Trang

BUS 11- 220kV NMBD Ca Mau

BUS 10— 220kV

BUS 13-220kV/
-~
1 | /
d Bac Liéu

_ BUS 12— 220kV
BUS 24— 110kV

BUS 22— 110KV

BUS 23— 110kV

Hinh 3. So dé hé thong dién cao dap theo cap quan Iy ciia truyén tdi dién Mién Tay

Két qua danh gia dd tin cay
Cong cu sir dung dé danh gia nay la phan
mém TRANREL.FOR. Theo kinh nghiém

toan hé thong theo bang 5 va danh gia duoc
chi s6 d tin cay cac Bus phu tai tai bang 6.

Bang 5. Chi s6 do tin cdy ciia toan hé thong

danh gia cua cac chuyén gia danh gia do tin LOLEs,,  EENSsy ELCsys EIRsys
cdy hé thong dién thi chi s EIR phai dat  [Hrs/Day] [MWh/Day] [MW/Cur.Day]
0,9999. K&t qua dénh gia chi sb do tin cia =~ —202008 223232 11475 099872331
Bang 6. Chi s6 do tin cdy cdc Bus phu tai
Bus LOLEg, EENSgu Slgys ELCaus ElRpys
[Hrs/Day] [MWh/Day] [phut/nim] [MW/Cur.Day]

1 2,02468 501,109 33.255,37 2475 0,99939162

2 2,02468 222,715 36.129,31 110 0,99881028

4 2,02468 170,833 31.176,84 84,375 0,99853538

14 2,02468 101,234 29.560,18 50 0,99830599

15 2,02468 75,9256 36.950,34 37,5 0,997489233

16 2,02468 136,666 33.255,37 67,5 0,998418218

17 2,02468 189,814 34.640,98 93,75 0,99875646

18 2,02468 94,9069 27.712,7 46,875 0,99815643

19 2,02468 86,049 31.407,89 42,5 0,997903289

20 2,02468 187,283 34.640,98 92,5 0,997903289

21 2,02468 189,814 23.093,99 150 0,99875646

22 2,02468 96,172 28.082,15 47,5 0,998194962

23 2,02468 70,864 34.487,03 35 0,997266053
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T chi sb db tin cdy tai cac nut cua hé théng
dién cao ap PBSCL theo cép quan ly cua
truyén tai dién Mién Tay cho ta thay tai tat ca
cic nit nay chi sd EIR 1a khong dat chuan
theo cac nha nghién ctru vé do tin cay trén thé
giéi. Cho nén hé thong can phai nang cap hay
mo rong thém dudng day truyén tai.

KET LUAN

Nghién ctu nay tép trung danh gia va phéan
tich cac chi sb do tin cay cua hé théng dién
cao ap thudc quyén quan ly cua truyén tai
dién Mién Tay - - Ving Dong Bing Song
Ciru Long. Ap dung phuong phap danh gia do
tin cdy x4c sudt ngdu nhién c6 xét dén cuong
d6 cudng birc (FOR) di danh gia duogc chi sb
dd tin cdy cua toan hé théng, tai nguén phat,
hé thdng truyén tai va tai cac nut ciia hé thong
dién. Pidu nay thé hién két qua rat kha quan
vé hé théng ngudn phat cua hé thdng dién 1a
rat tot khong can phai cai tao hay phat trién
thém, chi c6 hé thong truyén tai 1a cn phai

quy hoach hay md rong thém dé dam béao
cung cap du dién nang cho khu vuc.
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TONG QUAN QUY HOACH MO RONG LUOI PIEN TRUYEN TAI
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TOM TAT

Muc tiéu chinh ctia quy hoach mé rong ludi dién truyén tai (LDTT) l1a xac dinh dugc noi nio can
quy hoach va m& rong, cong suét can phai mé rong, xac dinh duge tong chi phi quy hoach, do tin
cay cua hé thong phai dugc cai thién,... Bai toan quy hoach m¢ rong LDTT la van dé quy mo lon,
phurc tap va t6 hop s6 nguyén cua cac van d¢ phi tuyén tinh hdn hop. Giai phap chinh xac cho van
dé quy hoach m¢ rong LDTT la rat quan trong trong hé thong dién (HTD). Do d6, cac phuong
phép t01 vu héa di duge ap dung dem lai nhiéu hiéu qua thiét thuc. Nghién ctru nay sé tong quan
céc van dé quy hoach mé rong LDTT tir nhiéu khia canh khac nhau nhu phuong phép giai, do tin
cdy, tinh khong chic chin va an toan, thi truong dién va tir mo hinh hoa nham gitp cac nha nghién
ctru khac ¢6 duge thuat toan kha thi Vé mat hoc thuét va thuong mai. Bai bao nay muc dich chu
yéu 1a trinh bay tong quan cac tai lidu vé phuong phap quy hoach m¢ rong LDTT.

Tir khoa: Quy hoach mé réng i dién truyén tai; phwong phdp t6i wu héa; thi truong dién; do
tin cdy; khéng chdc chdn va an toan.

Ngay nhdn bai: 02/7/2019; Ngay hoan thién: 12/5/2020; Ngay ding: 20/5/2020
OVERVIEW OF TRANSMISSION EXPANSION PLANNING

Tran Huu Tinh*", Vo Ngoc Dieu?, Quyen Huy Anh!
IHo Chi Minh city University of technology and education,
2Ho Chi Minh city University of technology

ABSTRACT

The objective main of transmission expansion planning (TEP) decided the local to be planed and
expanded, the expanded power, investment cost, the reliability index to be improved. The TEP
problem is a large-scale, complex and a mixed integer non-linear problem. A good solution of TEP
is very important in power system. Therefore, the optimization methods applied to bring practical
effects. This study presents the overview of TEP problem from different aspects such as, solving
methods, reliability, uncertainty and security, electricity market, and from the modeling
prospective in order to facilitate the other researcher’s works in this hot area to get a feasible
algorithm academically and commercially. This paper aims essentially at presenting the literature
overview of the TEP procedure.

Key words: Transmission expansion planning; optimition methods; electricity market; reliability;
uncertainty and security.
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1. Pit van dé

Ngay nay nhu cau ning lugng dang 1a van dé
thoi sy cho sy phat trién ctia nén kinh té va sy
gia tang dan s toan cau, trong d6 ning luong
dién dong vai tro then chdt. Tu do, hé théng
dién (HTD) ciing dugc lién tuc mo rong ca vé
ngudn phat va dudng diy truyén tai. Kinh
nghiém van hanh HTD cho théy tai mot thoi
diém trén hé thdng dién c6 nhimng duong day
bi qua tai trong khi cac dudng day khéac non
tai va nguoc lai. Viéc sir dung hiéu qua va tbi
wu cac ngudn cung cp 1a mot van dé ma cac
nha nghién ciru rat quan tdm. Vi vdy, bai toan
dugc ddt ra t6i wu hoa trong quy hoach mo
rong LDTT nham dap tng nhu cau phét trién
phu téi 12 van dé rat quan trong trong HTD.
Thong thuong cong tac quy hoach mé rdng
lu6i dién truyén tai (LDTT) theo ngay sau
quy hoach h¢ théng nguén dién. Nhiém vu
ctia quy hoach mé rong LDTT la xéc dinh t6i
vu hod vi tri, mo rong cong suit truyén tai va
van chuyén dién ning tir noi san xuat d&én noi
tiéu thu voi do tin cay cao trong HTD. Trong
nhiing nim gan ddy, cic nghién ciu trong
linh vuc téng hop cac mé hinh quy hoach mé
rong LDTT c¢6 nhiéu thir thach khi mo rong.
Nhiéu bai bao va cic bdo cdo md hinh méi
dugc ding trén nhiéu tai liéu nhim cai thién
tinh sin ¢ ctia may tinh, giai thuat toi vu mai
va mic do khong chic chin 16n trong thi
truong dién canh tranh. Cac nha quy hoach
mo rong LDTT da thir nhidu phuong phap dé
gidi quyét van dé mo rong. Cac nha quy
hoach da st dung mé hinh mé rong ty dong
dé xac dinh quy hoach m¢ rong LDTT t6i uwu
bang cach tdi thiéu héa ham muc tiéu toan
hoc véi nhiéu rang budc. Bai bao nay s& khao
sat cac quy hoach m¢ rong LDTT [1] duoc
xét & nhiéu khia canh khac nhau.

2. Khio sit cac van dé quy hoach mé rong LDTT
2.1. M6 hinh todn trong quy hoach mo rong LDTT
Van dé quy hoach mé rong LDTT khong chi
sit dung mo hinh ngudn dién xoay chidu ma
con ap dung & md hinh ngudn dién mot chiéu.

Thuc t& cac nha quy hoach quan tdm dén mo
hinh ngudn dién xoay chiéu dwa vao cic gia
thuyét nhu: gilp cho nha quy hoach tiép tuc
nghién ctru vin dé 6n dinh dién 4p sau khi
giai quyét van dé& quy hoach m¢o rong LDTT,
dé giai quyét van d¢ quy hoach mé& rong
LDTT c6 thé s dung phép toan phi tuyén
tinh [2] nhu diéu khién linh hoat hé thong
truyén tai dién xoay chiéu, mé hinh tuyén tinh
dugc st dung trong quy hoach dugc tiang
cuong hon va cho phép giai quyét van dé quy
hoach mé rong LDTT song song van d& phan
bd cong suat phan khang.

2.2. Cdac phwong phdp gidi bai toan trong
quy hoach mo rong LDTT

Muc tiéu chinh quy hoach m¢ rong LDTT la
dat duoc tdi thiéu tong chi phi du tu nhung
phai dap (mg nhu cau phat trién phu tai va do
tin cay khi van hanh. Hién nay, quy hoach m&
rong LDTT dugc xay dung thanh bai toan da
muc tiéu. Mot sd thuét toan da duoc dé xuat
dé giai quyét cac van dé lién quan dén quy
hoach mé rong LDTT va dugc phan thanh ba
loai nhu: phuong phap toan hoc t6i uu,
phuong phap Heuristic, phuong phap
Metaheuristic [1].

- Phuong phép toan hoc téi wu [3] va phuong
phép heuristic [4], [5] gom: lap trinh phi
tuyén tinh, 14p trinh tuyén tinh, phan tich
Bender, phuong phap cén bién va nhanh, ly
thuyét tro choi, giai thuat tim kiém dua vao
chi sb do nhay, phan tich tht bac, 1ap trinh
dong, lap trinh s6 nguyén hon hop.

- Phuwong phip Metaheuristic [6]-[9] gdm:
dan kién, hé thdng mién dich nhén tao, két nbi
mang noron nhan tao, giai thuat con ong va
Chaos, tién hoa dic biét, hé thong chuyén gia,
giai thuit budc nhay con éch, Fuzzy, giai
thuat di truyén, giai thuat di truyén ma hoa
thap phan, giai thuat lai di truyén véi Fuzzy,
gidi thuat di truyén khong phén loai, tim kiém
ngiu nhién Greedy, tim kiém hoa diéu, PSO,
gidi thuat tim kiém Grid, tim kiém tabu, mo
phong tuyén tinh, liét ké 4n 0-1, tim kiém
scatter [6]-[9].
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2.2.1. Phurong phdp todn hoc téi wu

Phuong phép toan hoc téi uu da dugc ap dung
nhidu dé giai quyét bai toan quy hoach mo
rong LDTT. Phuong phap ndy c6 uu nhugc
diém nhu sau:

a. Uu diém phuong phap

- Giai phap tbi uu dat’ dugc do chinh xac va
thoi gian gidi quyet ngan.

- Nhiéu phuong phép dat dugce sy hoi tu phi hop.
b. Nhuoc diém phuong phap

- Mo h,inh hég HTP can bang vao mo hinh lap
trinh t01 wu rat phtc tap.

- T hop‘ lai cac rang budc mc’ri’ gép’nhiéu kho
khan, diéu nay doi hdi phai sap x&p lai toan
bd md hinh.

- Chi c6 mot s6 it phuong phap co thé tién hanh
va thyc hién nghién ctru dong nhu sy on dinh.
2.2.2. Phuong phap heuristic

Tuong tu nhu phuong phép toan hoc tdi uu
thi phuong phap peuristic duogc st dung nhicéu
trong thoi giﬂan gan day. Phuong phap nay cé
uu nhuoc diém nhu sau:

a. Uu diém phuong phap

- Cac phuong phap nay dé st dung va khong
phure tap.

- Khong can phai chuyén d6i HTD thanh mo
hinh 1ap trinh t5i wu.

- Cac nghién ctru dong co thé thuc hién bang
cac phuong phap nay.

b. Nhugc diém phuong phap

- Giai phép tbi wu c6 thé dugc 1§ét hop su x4p
xi va thoi gian mo6 phdng s€ nhi€u hon.

- C6 thé roi vao cuc tiéu vi tri thay vi cuc tiéu
toan bo.

- Céc phuong phap heuristic c6 mot van dé do
la, chiing khc‘)pg dt manh, dic biét la tf{ phia
toan h,()c va ket qua cua ching khong the hi¢u
qua doi voi cac mang phure tap.

2.2.3. Phuong phap Metaheuristic

Phuong phap Metaheuristic két hop cac dic
diém noi bat cia hai phuong phép trén. Khi

4p dung phuong phap Metaheuristic luon dat
duogc giai phap t6t cho HTD 16n véi thoi gian
tinh toan ngin. Nhung trong phuong phap
nay ¢ wu nhugc diém nhu sau:

a. Uu diém phuong phap

- Phuwong phép nay don gian va dé str dung.

- Khéng can phai chuyén d6i HTD thanh mo
hinh lap trinh ti vu.

- Str dung cho nghién ctru tinh va dong. Cong
cu cua phuong phap niy thi nghién ctru dé
dang va linh hoat dugc thyc hién.

b. Nhuoc diém phwong phap

- Pé dat duoc giai phap tdi uu can nhiéu thoi gian.
- C6 thé roi vao cuc tiéu tung vi tri thay vi
cuc tiéu toan bo.

- Pa céi thién dugc kha nang hdi tu nhung con
thap hon so véi phuong phéap toan hoc tbi uu.
2.3. Quy hoach m¢ rong LDTT rang bujc
an toan

Quy hoach m¢ rong LDTT 1a van dé hét stc
quan trong khong nhimg can phai ¢ chi phi
dau tu 16n ma con két hop v6i van dé an toan.
Co rat nhiéu su nghién ctru quy hoach mé
rong LDTT c¢o6 rang budc an toan [10]. Céc
rang budc khic nhau vé an toan trong quy
hoach mé rong LDTT dugc quan tdm nhu
sau: bién do on dinh dién ap, dac tinh dién ap
an toan va chi sd an toan (N-1), dong dién
dudng diy va gioi han ngudn phat.

2.4. Quy hoach mo rong LDTT dugc két hop
véi dwong day tic nghén

O thi truong dién canh tranh thi LDTT tac
nghén 1a van d& quan trong diéu nay can thiét
dé hop nhit trong van hanh HTP va quy
hoach m¢ rong hé thong két noi. Quy hoach
mo rong LDTT duge két hop véi duong day
tic nghén [11] dugc van dung & nhiéu muc
tiéu khac nhau nhu: xét dén chi phi van hanh
do tic nghén, xét dén gia tri van chuyén, xét
dén kha ning truyén tai du thira, xét dén kha
nang tai duong day, xét dén quan 1y tic nghén
trong nghién ctru quy hoach mé rong LDTT
thuc va dugc giam nhe tac nghén trong quy
hoach mo rong LDTT.
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2.5. Quy hoach mo rong LDTT trong thi
truong dién canh tranh

Phuong phép truyén théng quy hoach mé
rong LDTT khong con kha thi trong viéc tai
ciu trac lai hé thong dién. Téi uu héa LDTT
doi hoi can phai ¢6 cong cu va phuong phap
moi dé giai quyét vin dé nay. Thi trudng dién
(TTD) doi hoi duong day truyén tai méi phai
dat t6i thiéu chi phi dau tu va van hanh hé
théng phai dat dugc sy hai long. Tuy nhién,
trong TTD canh tranh myc ti€u chinh cta quy
hoach mé rong LDTT 1a cung cap dién khong
phan biét khach hang va cac nha dau tu canh
tranh nhau vé& d6 tin cdy hé théng cung cip.
Van dé quy hoach mé rong LPTT trong méi
truong canh tranh [12], [13] duoc xem xét
theo nhiéu quan diém khac nhau nhu xem xét
gia tri nat, chi phi cat giam tai, chi phi tic
nghén truyén tai, loi nhuan xa hoi va rai ro
thip nhat. Ngoai ra, sy anh huéng cua quy
hoach m¢ rong LDTT trong méi trudng canh
tranh d3 duoc du bao dén khu vuc nguén phat
dién canh tranh.

2.6. D¢ tin cdy trong quy hoach mo rong LDTT
Dé quy hoach HTD phu hop duoc danh gia &
hai giai doan: giai doan vi mo va giai doan vi
md. Nghién ctru quy hoach trong giai doan vi
mé phai duoc xudt phat tir quan diém chinh
sach chién lugc, nhung ddi voi nghién ctru
quy hoach trong giai doan vi mé chi can xét
dén 1oi ich ngudn ning lugng. Phan tich thich
hop, chéc chin va do tin cay thi lién quan dén
giai doan vi md va phan tich ky thuat vé 15i
va 6n dinh thi lién quan dén giai doan vi mo.
Thong thuong quy hoach m¢é rong LDTT thi
can phai thyc hién phan tich d¢ tin ciy va thich
hop truée khi phén tich 16i va 6n dinh. Quy
hoach HTD no6i chung ciing nhu quy hoach md
rong LDTT nodi riéng can phai phan tich d an
toan [14], [15] hoac tin cdy [16], [17]. Do do,
quy hoach mé rong LDTT dai han can phai
danh gia d¢ tin cay sau khi quy hoach.

2.7. Sw khéong chic chin trong quy hoach
mo rong LDTT

Theo diéu kién khong chic chan cua HTD thi
quy hoach m¢ rong LDTT trong dugc phéan
thanh hai phuong phép la phuong phap xac
dinh va phuong phap khéng xéc dinh. Trong
phuong phép xéac dinh thi quy hoach mé rong
LPTT trong dugc xét ¢ didu kién xau nhét va
khong tinh dén xac sut xuat hién [18]. Doi
v6i phuong phdp khong xac dinh thi quy
hoach mé rong LDTT s& xét dén cac truong
hop céc kha ndng x4y ra trong tuong lai.
Ngoai ra, phuong phap khong xéc dinh con
xét dén kinh nghiém van hanh HTD va dy
doan diéu kién khong chéic chan c6 thé xay ra
trong tuong lai.

2.8. Quy hoach mé réng LDTT dwoc két hop
vdi quy hoach cong sudit phin khdng

Trong HTD thyc thi céng suit phan khang
(CSPK) cua tai dugc cung cdp théng qua
ngudn phat. Trong truong hop nay CSPK
dugc van chuyén thong qua dudng day truyén
tai, sw van chuyén nhu thé co thé lam giam
kha nang truyén tai va didu nay c6 thé dan
dén xdy dyng thém nhiéu duong diy méi.
Tuy nhién, dé cai thién van dé trén bang cach
cung cap ngudn CSPK gan trung tim phu tai
¢6 thé cung cip nhu cau CSPK lam cho cong
sudt duong day truyén tai ting 1én va giam
ton that cong suat. Vi vay, quy hoach mé rong
LDTT can két hop voéi quy hoach CSPK;
Trudng hop khéng co sy két hop nay thi quy
hoach mé& rong LDTT s& din dén xay dung
thém nhiéu dudng day méi [18].

2.9. Quy hoach mé rong LPTT tir thiét bi
diéu khién linh hoat xoay chiéu (FACTS)
Trong quy hoach m¢ rong LDTT thi sy md
rong mang dién ludn gip theo cach bd sung
cic dudong didy méi vao mang dién dé ting
cong sudt ludi dién truyén tai. Mat khac, co
thé sir dung thiét bi didu khién linh hoat
LDTT xoay chiéu [19], [20] dé tang thém
cong suat cho hé théng dang van hanh.

3. Cac nhuge diém va kién nghi

Céc van d¢ o trén déu giai quyét dugc bai
toan quy hoach mé rong LDTT nhung van
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chua tim ra duoc toi wu dé giai quyét tat ca
céc van dé trong quy hoach mé rong LDTT.
Mot s6 nhuge diém dd duge néu trong céc
phuong phap trén khi quy hoach m¢ rong
LDTT. Néi chung, cac phuong phap da dugc
dé xuit ap dung trong quy hoach mé rong
LDTT c6 mdt sé nhuge diém nhu sau:

- Cac nha nghién ctru it quan tim dén van dé
quy hoach CSPK khi giai quyét van d& quy
hoach mé¢ rong LDTT, mic du diéu do rat
quan trong.

- Didu kién khong chic chan khi thay ddi kich
thudc ngudn phat it duoc quan tdm dén. Van
dé nay nén dugc xét mot cach linh hoat & bat
ky tinh hudng nao khi quy hoach mé rong
LDTT.

- Cac phuong phap quy hoach mé rong LDTT
dugc moé phong trong md hinh HTD mot
chiéu chiém ph?m da sb. Tuy nhién, da c6 mot
s6 mo hinh HTD xoay chiéu dugc xét dén.

- Cac rang budc vé chuén do tin cay va chuén
an toan di dwgc xét dén trong cac phuong
phap Metaheuristic.

- Cé4c nghién clu trude day thi van d&é quy
hoach m¢ rong LDTT chi xem xét nghién ctlru
quy hoach ngin han va vin dé quy hoach dai
han dd dugc quan tdm dén nhung chua nhiéu.
Trong LDTT dién néu duoc quan tim nhiéu
thi quy hoach dai han tt s& tiét kiém duogc
thoi gian va ti thiéu chi phi dau tu.

- Thiét bi diéu khién linh hoat hé thdng dién
xoay chiéu (FACTS) trong quy hoach mo
rong LDTT khoéng duoc xem xét phu hop.

- Quy hoach m¢ rong LDTT két hop véi quy
hoach ngudn phét dién can dugc quan tam
dén cac rang budc.

4. Két luan

Quy hoach m¢ rong LDTT di duoc tong quan
lai & nhiéu khia canh khac nhau trong bai bao
nay. Cu thé 1a cac bai bao duoc cong bd gin
day dugc danh gia tir nhidu quan diém khéc
nhau. Cac dan chimg trong bai bao cho thiy
rang van dé quy hoach mé rong LDTT duoc

yéu cau dap ung su phat trién phy tii trong
tuong lai. Bén canh d6, cac nghién ciru van dé
quy hoach mé rong LDTT dugc quy hoach tbt
hon va linh hoat dugc xét & nhiéu khia canh
khéac: mo hinh toan, phuong phap giai, do tin
cdy, TTD canh tranh, sy khong chic chén,
rang budc an toan, duong day tic nghén, va
cong suat phan khang. Nghién ctru van dé quy
hoach mo rong LDTT trong bai bao nay md
ra canh ctra cho cac cong viéc tiép theo trong
linh vuc nay.
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QUY HOACH HE THONG PIEN CO XET PEN TOI UU HOA PO DU TRU
Power system expansion planning in consideration of optimal reserve

ThS. Tran Hitu Tinh®, PGS.TS. V6 Ngoc Piéu®, PGS.TS. Quyén Huy Anh®

D-C)Truong Pai hoc Su pham Ky thuat TP.HCM
@Truong Pai hoc Bach khoa TP.HCM

TOM TAT

Nhiém vu chinh cua quy hoach mé rong hé théng truyén tai 1a xac dinh vi tri t6i uu, cong sut va thir ty
wu tién s& du tu ca timg duong day, dam bao yéu cau du bao phu tai dai han véi tong chi phi dau tu
thdp nhat. Nghién ctru nay sé ap dung phuong phap can bién va nhanh dé giai bai toan quy hoach luéi
dién; Phuong phéap khong chi gitp kiém tra dwoc d¢ 6n dinh ciing nhu tinh t6i wu d¢ duy trir nat ciia hé
thdng sau khi quy hoach, ma con xéac dinh tap hop tdi wu cac tuyén diy cin duge mé rong, dé xuét thu tu
vu tién dau tu timg tuyén nhim ting tinh kinh té. Phuong phap d& xuét dugc chirng minh trén hé théng
truyén tai cao ap thuc té voi tong s6 nut 24; Ty 18 d6 du trit cia hé thong dién dén 20% tng véi mdi mirc
tang 5% thi chi phi dau tu cling ting dan va hé thong truyén tai d dap (mg nhu cau phu tai.

Tir khoa: danh gia do tin cdy, hé théng dién, hé th(fng truyén tai, thudt toan cdn bién va nhanh, ty 1¢ do
du triv

ABSTRACT

The transmission system expansion planning problem aims to determine the optimal location, power, and
the investment priority order of each line, ensuring long-term load prediction requirements with the
objective of minimization of total investment cost. The proposed method is known as an effective tool in
assessing reliability as well as in estimating optimal reserve of the planned transmission system.
Moreover, the method helps to determine the optimal set of lines that need to be extended as well as to
propose the investment priority order of each line in order to gain economic benefits. The effectiveness
of the method is tested on a practical 24-bus system; The optimal reserve of the power system is to 20%
for each 5% increase, the investment cost also increases and the transmission system meets the load
demand.

Keywords: reliability evaluation, power system, transmission system, branch and bound method, optimal
reserve

1. Giéi thi¢u tai voi do tin cdy, chat lugng cao véi gia
Nhiém vu cip bach ciia hé théng diénl1a  thanh thap nhat [1]. Diéu nay s& rat kho co
dap tmg yéu cau phu tai ting voi toc dd  thé dat duoc mot giai phap quy hoach tdi wu
nhanh, yéu cau k¥ thuat cao va lgi ich kinh ~ toan h¢ théng dién bao g6m nha may dién,
té. He théng dién can dugc morong vacing  may bién ap, duong day truyén tai, phan
¢ nham ting kha ning dap tmg yéu cduphu  phdi va cac thanh phan khac mét cach dong

Email: thtinh.ncs@hcmute.edu.vn
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thoi. Boi vi, hé thong dién 1a mot hé thong
16n nén thoi gian tinh toan sé& rat 1én. Chinh
vi thé cac van dé quy hoach hé thng dién
da duoc chia ra 1am nhiéu linh vyc nhu quy
hoach hé thong ngudn dién, hé théng truyén
tai va hé thdng phan phdi [2].

Trong nhiéu thap ky qua, quy hoach va
phat trién hé thong ngudn dién di duoc quan
tAm va phat trién manh mé ca vé phuong
phap, giai thuat ciing nhu dau tu. Trong khi
d6 quy hoach va md rong hé thong truyén
tai chua dugc quan tdm dung mirc. Quy
hoach va mé rong hé théng truyén tai la mot
nhiém vu rat quan trong trong nganh dién,
thuong dugc thuc hién sau khi quy hoach
ngudn dién [3]. Cac thiét ké toi wu cta quy
hoach m¢ rong hé théng truyén tai la mot
phan quan trong ciia nhiém vu quy hoach
tong thé ctia hé théng dién trong thi truong
dién canh tranh [1-5]. Nghién ctru ap dung
phuong phap can bién va nhdnh dé quy
hoach hé théng truyén tai co xét dén diéu
kién rang budc t6i uu hda do du trir cho hé
thong dién thyc 24 nut. Piéu nay s& giai
quyét van dé phat trién hé thong truyén tai
dién hién nay va trong tuong lai.

2. Nghién ciru quy hoach hé thong
truyén tai c6 xét tdi wu héa do du triv

2.1. Ham muc tiéu

Thong thuong quy hoach hé théng
truyén tai 1a lam tbi thiéu tong chi phi dau
tur cing voi viée dau tu moi duong day hodc
méy bién ap duge mo ta nhu:

m(xy) :
[ ZC((X?V)U((X?y)} (1)

i=1

minimize C" = )
(x.y)ep
Trong do:
Cr la tong chi phi xay dung phan tu
moi;
p la tong sb nhanh (duong day, may
bién 4p);
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m(x,y) 1 s6 phan tir dua véo giita X Va y;
(i)
C(X,y)
méi tir 1 dén i gitra x va y [VNDx10];

i
_ (0
- ZAC(x,y)
=1

Véi AC(‘Xj)y)Ia chi phi Iap dat phan to

la tdng chi phi lip dat phan tu

(1)
(x,y)

C )

thar j ndi tr x va y;

(1)

U(x,y)

duong day (1 néu tir 1 dén tha i duoc lap
dat, O cho céc truong hop khéc):

12 bién nhi phan thay doi theo

- _ 50 (i)
@ |\ khi Payy = Fopy + By
Uy = 0 Kkhi P p© . p( 3)
» KL Preyy # Fayy T Eey)
i
WM _ ()
Pocy) = Z;Ap(x,y) (4)
J:

V6i R, 1a tong cong sudt cdc nhanh

maoi gitra X va y;

AP 1a Vi cong suét 1 phan trr moi
gitrax vay;
) yx ~a Av o2 oS Ty A
Pa.y) 1acong suat ¢ san noi gitra x va y.

2.2. Cdc diéu kién rang buéc

Hé théng dién khong thiéu cong suét
cung cip c6 nghia 13 tong cong sudt clia cac
nhanh thi 16n hon hodc bang tong cong suét
cac tai [5]. Ciing twong tu nhu cong suat nit
that ¢d chai (hodc la dong cuc dai cua hé
théng). Vi thé didu kién khong thiéu cong suét
cung cap duge md ta cong thirc (5) nhu sau:

P(ST)>L, (seSteT)  (5)

Trong d6: P¢(S,T) 1a cong suat mat cat
t6i thiéu; S va T 1a niit ngudn chira s va nit
tai chura t trong tmg khi tat ca cac nut bi chia
ra boi mit cit toi thiu.
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Diéu kién (5) c6 thé duge mo ta boi (6)

v6i k 12 sb mat cat (k = 1,2,....,n), n 1a sd
luong mat cat.

) ") 0 @ (6)
> {Pwﬁ Zp(x,y)u(xyy)}z L, (1+BRR /100)

(xY)eiTy) i=l

Trong do:

Lp 1a tong tai yéu cau;

P ,) 1a tong cdng suat cac nhanh méi

gittax vay:

4 200 17 33
5 183 18 31
6 48 19 31
9 275 20 24
10 215 21 36
11 64 22 25
12 126 23 25
13 80 24 49

POy y) 1a cong suit duong day hozc
may bién ap giira x va y;

k 12 s6 thir tw mat cat (k =1, 2, ..., n);

m(x,y) 1a tong sé nhanh méi gitra nut x
vanuty;

BRR (Bus Reserve Rate) 1a do du trir tai
nut phu tai (X2AP-L);

L

AP (Arrival Power) 1a cong suat cuc dai
khi dén tai thanh céi.

2.3. Gigi thigu h¢ théng dign truyén tai

Nghién ctru nay &p dung cho ludi dién
c¢6 muc dién ap tir 110kV dén 220KV, trén
co s& ké hoach xay dyng, van hanh hé thong
dién cung voi phét trién hé thong ngudn va
da st dung két qua du bao nhu cau phu tai
dai han.

Bang 1. Dy bao nhu cau phy tai

NGt Ciong Niit phu Cong su.at
.. | suat cue ai | c¥e dai
phutai |4.; vw) (MW)
1 119 14 85
2 600 15 65
3 200 16 48
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2.4. Cac théng sé ddu vao lwdi dién

Thong s6 dau vao cia hé thong dé tinh
toan quy hoach cho ludi dién nhu trinh bay
tai Bang 2. Trong do6 : GN (Generators),
TRF (Transformers), TRL (Transmission
Lines) va LD (Loads) la dai dién cho cac
may phat dién, may bién 4p, duong day
truyén tai va phu tai tuong tng ; SB (Start
Buses) va EB (End Buses) 1a cac nit ngudn
va thiét bi dau cudi twong tng ; T%; va CY%;
1a chi phi dau tu va cong suat tuong Gmg cta
céc tmg vién s& dau tu ; T va CYj, k=1-
4 1a s6 duong day s& dau tu song song véi
duong day hién hiru, véi i va j 13 s6 nat dau
va nut cudi.

2.5. Két qud quy hoach

Cong cu giai bai toan quy hoach nay la

phan mém CMEXPP.FOR. Két qua cho
thay, khi ting do du trit niit thanh cai tir 0
dén 20% thi hé thdng dién cang tin cdy,
diéu nay sé& tang dau tu nhiéu duong day,
do d6 chi phi dau tu ciing ting theo Bang
3. Chinh vi, néu yéu cau do du trir nat
thanh céi ting thi chi phi dau tu thyc hién
quy hoach mo rong ludi dién s€ tang theo
nhu trinh bay tai Hinh 1.
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Bang 2. Thong sé dau vao cua quy hoach ludi dién
T2 (MW) and C(*): (VNPx10°)

L [SB|EB| ID | T% | T4 | T3 | T3 | T4 | C%; | Clij | C%, | C3j | CHj

1 0 1 |[GEN| 800 | O 0 0 0 0 0 0 0 0

2 0 2 |GEN|[1200| O 0 0 0 0 0 0 0 0

3 10| 3 |GEN| 800 | O 0 0 0 0 0 0 0 0

6 1 6 | TRF| 250 | 250 | 250 | 250 | O 0 10 | 10 | 10 0

7 2 7 | TRF | 500 | 250 | 250 | 250 | O 0 10 | 10 | 10 0

8 3 8 | TRF | 125 | 250 | 250 | 250 | O 0 10 | 10 | 10 0

11 | 3 4 | TRL| 285 | 285 | 285|285 | O 0 | 641 | 641 641 | O

12 | 6 |16 | TRL| 80 | 80 | 80 | 80 | O 0 83 | 83 | 83 0

13| 6 |17 |TRL| 93 | 93 | 93 | 93 | O 0 20 | 20 | 20 0

32 | 1 |25 |LOD| 119 | O 0 0 0 0 0 0 0 0

33 (2 |25 |LOD| 600 | O 0 0 0 0 0 0 0 0

34| 3 |25 |LOD| 200 | O 0 0 0 0 0 0 0 0

51 | 22 | 25 |LOD | 25 0 0 0 0 0 0 0 0 0

52 | 23 | 25 |LOD | 25 0 0 0 0 0 0 0 0 0

53 | 24 | 25 | LOD | 49 0 0 0 0 0 0 0 0 0
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Bang 3. Két qua quy hoach va mé rong ludi dién theo d6 du trix

‘ Chi phi
TH BRR [% DAU TU THEM
%] vty [VNDx10°]
Tas!, Tag?, Taal, T7-10h, T720%, To12%, To20-21%, T1g-20%,
! 0 Ta-21%, T12-10%, T10-15 2089
Tagt, Ts-82, T8, Taat, T710h, T7:10%, Taa2?, T20-21
2 1 1 ) 1 ) ) 1 ) 2
> T1o-20%, Te-21?, T2-16, T10-15 099
Tas!, Tag?, Ta8®, Ta-al, T7-10h, Tra1e?, To12t, Too-2nd,
3 10 Tio-20%, Te-21?, T12-16t, T10-15 2099
Ta-g', Ta8%, Tas®, Taal, Tragh, T7-16%, Te12t, Ts10%,
4 15 Ti2:10Y, T12-10%, T1015° 2225
Ta-g, Ta-6?, Ta-6°, Ta-a?, T7-10%, T7-10%, T7:10%, Too12
2 ) ) H ] b b ] ] 2 1
S 0 Ts-12%, T12-19%, T12-19%, T10-15 38
Ta-g, Ta-8%, Ta-8°, Ta-a?, T7-10, T7-16%, T7:10%, Tso10?
2 ) ) b i) b b i) b 2 1
6 > Ts-12%, T12-19%, T12-19%, T10-15 38
% o S~
s 2300- /
}f_:l 2250- /
g 2200- /
2150- /
2100 /
it N Hinh 1. Pudng cong tong chi phi dau tur
" theo yéu cau do du trit BRR[%]

So d6 don tuyén hé thong truyén tai s& dugc mo rong nham dép ing yéu cau phy tai
tang nhu trinh bay tai Hinh 2.

0 183

220KV
375

110kV

215

80

o
o

20

48

@ 110kV/
l uok\/@_

80
{
93

80

93

80 80

! !

Hinh 2. So d6 don tuyén hé théng truyén tai (BRR=5%)
93
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2.6. Kiém tra phin bo céng sudt bing
phan mém PowerWord

Kiém tra do 6n dinh va kha nang tai cua
dudng day va may bién ap sau khi quy hoach
str dung phin mén PowerWord. Hinh 3 thé
hién hé thong truyén tai trude quy hoach, chi
ra duong ddy va tram bién 4p mang qué tai

-238 MW
241 Mvar

1200fMw
119 MW 473 MVar g0 pmw
=0

(2] 0 Mvar

trén 90% thi hé thong truyén tai ¢ 7 truong
hop bi qua tai. Sau khi quy hoach lai theo két
qué trinh bay tai Bang 3 thi hé thdng truyén
tai da 6n dinh khong c6 truong hop nao bi qua
tai vuot 90%. Piéu nay duoc thé hién & Hinh
4, hé thong truyén tai da duoc dau tu mé rong
theo yéu cAu cua do du trit BRR = 5%.
200fMw

195 Mvar200 MW
( ) 0 Mvar

60ofriw
noo Mmw
aa Muad 23 VA a2 mw

(" O Mvar

Hinh 3. Hé théng trudc khi kiém tra quy hoach

1200Mw
3_35 Mvar

g 2
16 :
48 MW <]
: piokithe B

2008MW
# —

25 Mw
0 Mvar

21 _
25 Mw 49 Mw
0 Mvar "0 Mvar

Hinh 4. Hé thong sau khi kiém tra quy hoach véi d6 du trirt BRR=5%
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3. Két luan

Viéc &p dung phuong phép cong bién
va nhanh da giai bai toan quy hoach ti wu
xéac dinh duoc tap toi uu cac duong day s&
dau tu sao cho chi phi thap nhét, vi tri theo
do du trir. Nghién ctru khong chi 4p dung

thanh cong phuong phap toi wu do du trir
trong quy hoach hé thng truyén tai ma con
st dung cong cu phan mém PowerWorld dé
kiém tra hé thong sau khi quy hoach. Giai
thuat da chung minh tinh kha thi trén quy
hoach dai han luéi dién cao ap.
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Transmission System Expansion Planning
in Consideration of Reliability Criteria
and Optimal Reserve
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Abstract. Life will not exist if it has no energy. Electricity has been a vital part
human civilization in both recent time and future. All of the industrial devices and
appliances cannot operate without electricity. Therefore, planning and expanding
power systems is an extremely important task for operators and managers. In
this research, the branch and bound method has been applied to deal with the
network planning problems. The proposed method is known as an effective tool
in assessing reliability as well as in estimating optimal reserve of the planned
transmission system. The effectiveness of this approach will be illustrated in this
case study by using the 35-node high-voltage and ultra high-voltage transmission
system.

Keywords: Branch and bound - Optimal integer function - Transmission
system - Reliability criteria - Optimal reserve

1 Introduction

The fundamental objective of transmission expansion planning is not only to determine
the placements but also to specify the sizes of addition plans of new facilities to meet
the forecasted demand (in 10—15 years) of minimum cost, satisfying prescribed budget
and reliability criteria at the same time. A research on transmission expansion planning
is a hot task of the Vietnam power system now.

This research proposed a practical approach to obtain optimum transmission expan-
sion planning at minimum cost but still keep reliability level, which is deterministic
reliability criterion (load buses reserve rate BRR). Especially, this research is also to
determine the construction priority of new transmission lines and to consider operation
mode of new power system.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
B. T. Long et al. (Eds.): AMAS 2021, LNME, pp. 918-923, 2022.
https://doi.org/10.1007/978-3-030-99666-6_134
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2 Optimal Transmission System Expansion Planning

2.1 Objective Function

The static transmission system expansion problem can be stated as follows. Given the
generation and load patterns in a target in the future, find a set of transmission line
additions to minimize the total investment cost, subject to load constraints, reliability
constraints, reserve constraints and right of way constraints [2].

m(x,y)
minimize CT = Z Z Céx,y)U(lx,y) M
(x)eB | i=1

where, CT: the total construction cost of new equipment.
B: a set of all branches.
m(x,y): the number of new branches between nodes x and y.

C éx " total construction cost of new branches between node x and y [M$].

i
1 _ i
Cley) = D AChy )
=1
AC!

(xy
U(’X % decision variable associated with the line.

) construction cost of new #i parallel element of branches.

_ 0 (0
o _ [1 Pory) =Py + Py 3)

(,y) T 0 P(x,y) 75 P(O) ) +P(i)

(x,y
! .
i _
(xy) — Z APéx,y)
Jj=1

(x,y)

where, Péx W capacity of transmission line or generator between node x and y.

AP{X ) capacity of new #i parallel element of branches.

P?X 4+ capacity of branches between node x and y.

2.2 Constraint Conditions

No power supply shortage requires that the total capacity of the branches involved in
the minimum cut-set should be greater or equal to the total load of the system [5]. This
is also referred to as the bottleneck capacity [4].

P.X,X)>L (seX,teX) 4)
The demand constraint can be formulated by Eq. (5)

m(x,y)

0) () i
> [P0+ X Pl Uiy | = L0+ BRR/0D ©)
i=1

(X,y)€(Xk , Xk)
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where, L: total demand.
P(x,y): capacity of transmission line or generator between node x and y.
AC ((Qy): construction cost of new #j parallel element of branches.
AP((Q N capacity of new #j parallel element of branches.
k: cut-set subscript number (=1, 2, k, n)
BRR: load bus reserve rate (:ZATH).
AP: maximum arrival power at load bus.
The second condition requires the reliability standard of management [3] which
outlines in the formula:

LOLEsys (P, ), ®) < gLOLE 6)

where, RLOLE: the required transmission reliability criterion for the new system.
LOLEjgys: the transmission system reliability criterion case.
LOLE: loss of load expectation.

2.3 Flow Chart

See Fig. 1.

Initilization

AL L R

N O
Calculate the candidate branches/
lines set (Sj) of minimum cutset
of #j system

Tis #ji system has been
already considered ?

| Caleutate ¢ 15 |

1

| Caleulate  Pey; |

1

|c1],: m inim um {cTJi,CTUPl}l

jm ax

Add # system
to solution graph

Fig. 1. Flow chart



3 Case Studies
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3.1 Introduction of Power Systems

This study applied to a higher voltage of power system on the construction and operation
system with the developmental source system (Table 1).

Table 1. Forecast of supply power systems

Load Pmax (MW) | Load Pmax (MW) | Load Pmax (MW) | Load Pmax (MW)
bus bus bus bus

number number number number

1 580 10 350 18 120 32 343

2 125 11 343 20 240 33 300

3 6000 12 450 27 200 34 200

4 350 14 407 28 800

7 475 16 350 30 200

3.2 Input Parameters

SB and EB are the start and end buses, respectively. APy, Y [MW] and AC,)? [M$]
are the capacity and cost of constructing the original transmission lines or generators.
AP () [MW] and AC(y,,) ) [M$], for k = 1-4 are respectively, the capacity and cost
of the candidate lines. Where subscripts i and j are numbers of starting and end buses

(Table 2).
Table 2. Capacity and cost data
©) M @ 3 @) © o @ 3 @)
NL | SB I EB [ APy | APy | PGy | APy | APty | ACy | AC0y | ACwy | ACy | A€y
[MW] | [MW] | [MW] | [MW] | [MW] | [MS$] [M$] [M$] [MS$] [MS$]

1 0o [1 |18 0 0 0 0 0 0 0 0 0

2 |0 |2 [2800 |0 0 0 0 0 0 0 0 0

3 /o |8 |1518 |0 0 0 0 0 0 0 0 0

69 |32 |36 |343 0 0 0 0 0 0

70 |11 |36 |343 0 0 0 0 0 0

71 |29 |36 {2390 |0 0 0 0 0 0 0
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3.3 Transmission Expansion Planning Results

CMEXPP.FOR software solved this planning problem. The reliability standard of this
study investigated the reliability standard (N-2TL) which the power system accepted
two damaged lines (Table 3).

Table 3. Optimal transmission expansion planning

Case RLOLE [hrs/yr] Construction of new lines Cost [M$]
(N-2TL) 5,000 Tl3 14, Tlo_10 20

4,600 Tl3o 14, Tlo_10. THiz12 30

4,500 Tl3o 14, Tlo 10, T!1212. Teg 37

The reserve substations of the planning system had broken 2 elements (N-2TL)
considering the reliability index of power system is shown in Table 4.

Table 4. Reserve substations of the planning system

From | To | Reserve rate (%) From | To | Reserve rate (%)
RLOLE = | RLOLE = | RLOLE = RLOLE = | RLOLE = | RLOLE =
4,500 4,600 5,000 4,500 4,600 5,000
[hrs/yr] [hrs/yr] [hrs/yr] [hrs/yr] [hrs/yr] [hrs/yr]
1 51100.00 100.00 100.00 21 351 100.00 100.00 100.00
3 31| 41.67 41.67 47.22 22 34 1100.00 100.00 100.00
6 7 5.00 0.00 0.00 23 331 100.00 100.00 100.00
9 10| 6.67 6.67 6.67 24 27 1 100.00 100.00 100.00
11 12| 10.00 10.00 0.00 25 30| 88.89 88.89 88.89
13 32| 60.11 60.11 60.11 26 28 | 55.56 55.56 55.56
15 16| 0.00 0.00 0.00 29 2 1100.00 100.00 100.00
17 18| 4.00 4.00 4.00 31 4| 53.33 53.33 53.33
19 20| 4.00 4.00 4.00 32 14| 0.00 0.00 0.00

4 Conclusion

This study applies a methodology for deciding the optimal reliability criterion for trans-
mission system expansion planning. A deterministic reliability index, BRR is used in
this study. A strong point of this method is the use of very little input data which solves
transmission system planning in considering of reliability criteria and optimal reserve.
In addition, this method can apply for larger power system.
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Abstract. This paper proposes an application of Crow Search Algorithm (CSA) to solve the
static transmission expansion planning (STEP) problem in power systems based on the DC
power flow model. The main objective of the problem is to minimize the investment cost of
transmission lines in addition to the existing network in order to supply the forecasted load as an
economical manner subject to many system constraints including the power balance, the
generation capacity requirements, line capacity connections and thermal limits. To validate the
study, the transmission system is analyzed to appraise the feasibility of the CSA. The compared
results have shown that the proposed CSA method has outperformed the other methods in terms
of convergence characteristic and computational efficiency. Therefore, the proposed CSA can
be a favorable method for dealing the optimal transmission expansion planning problem in power
systems.

1. Introduction

The transmission expansion planning (TEP) is not only to determine the placements but also to
specify the sizes of addition plans of new facilities (transformers, transmission lines and other network
equipments) to meet the forecasted demand (in 10 — 15 years) of minimum cost, satisfying prescribed
budget and reliability criteria at the same time [1]. Models of TEP can be categorized as static or dynamic
according to the treatment of the study period[2]. Static planning involves single horizontal planning
and answers the questions of what type of and where new equipment should be installed in a way that
minimizes the installation and operational costs.

This study introduces the application of CSA to the DC power flow-based model for solving the
static TEP. The results obtained by CSA are compared to those obtained by conventional approaches
i.e. Genetic Algorithm (GA) [3] and Tabu Search (TS) [4] methods in term of solution quality,
convergence characteristic and computational efficiency.

2. Methodology

2.1. Problem formulation

2.1.1. Objective Function of TEP

The objective function of TEP is to minimize the investment cost of transmission lines subjected to
constraints[6]. In this study, the classical DC power flow model is used for static TEP, which can be
calculated as:

minimize Cr = Y jeq CijNj (1)

Where Cs is the total investment cost of transmission lines.

cij is the cost of a circuit to be added to the right-of-way i-j.
nij is the number of circuits added to the right-of-way i-j.
Q is the set of all rights-of-way i-j.
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2.1.2. Constraints
a. Equality constraints.
+ Power Balance
This constraint represents the conservation of power in each node[7].

SPi+F —P; =0 (2)
Based on the above assumptions, the DC load flow can be obtained by the following equation.
P =34 (Bij(ei - 9,-)) ;i=123,..N (3)

where S is the branch-node incidence transposed matrix.
Pi is the real power flow injection at bus i .
Pg is generation injection of nodes (generation in bus k).
P4 is the load demand vector in all networks nodes.
Bjj is the susceptance matrix of the existing and added lines in the network.
N is the total number of buses in the system.

+ Kirchoff’s voltage law (KVL)

This law is the conservation of energy in the equivalent DC network Subject to constraints that are
nonlinear.

Pl—bl](n?]+nu)(91—9]) =0 (4)

where Pj; is the power flow in branch i - j.

bij is the susceptance in the right-of-way i - j.
n% is the number of circuits in the original base system.
6, 6; is the phase angle of the terminal bus i and j .
b. Inequality constraints
+ Transmission capacity limit or power flow limit.

These constraints can represent the maximum power of the transmission line that can be carried based

on thermal and dynamic stability considerations[9].
|Py| < (ni) +nyy). P (5)

Where P;j™ is the maximum branch power flow in the right-of-way i-j

+ Power generating limit

These constraints give the maximum and minimum generating capacities, outside of which it is not
feasible to generate power due to technical or economic reasons.

. Pgmm S Pg S Pgmax (6)

where P¢g™" is the minimum active power output generated at bus k .

Py is the maximum active power output generated at bus k .

+ Right-of-way limit

The constraint defines the line location and the maximum number of lines that can be installed in a
specified location. It is represented as follow:

0< Nij < ng_tax (7)

Where n;j™ is the maximum number of circuits that can be added in the right-of-way i-j.

2.2. Crow Search Algorithm

Crows (crow family or corvids) are considered the most intelligent birds[8]. They contain the largest
brain relative to their body size. Based on a brain-to-body ratio, their brain is slightly lower than a human
brain. Evidences of the cleverness of crows are plentiful. They have demonstrated self-awareness in
mirror tests and have tool-making ability. Crows can remember faces and warn each other when an
unfriendly one approaches. Moreover, they can use tools, communicate in sophisticated ways and recall
their food’s hiding place up to several months later.

Crows have been known to watch other birds, observe where the other birds hide their food, and steal
it once the owner leaves. If a crow has committed thievery, it will take extra precautions such as moving
hiding places to avoid being a future victim. In fact, they use their own experience of having been a thief
to predict the behavior of a pilferer, and can determine the safest course to protect their caches from
being pilfered.



It is assumed that there is a d-dimensional environment including a number of crows. The number of
crows (flock size) is N and the position of crow i at time (iteration) iter in the search space is specified
by a vector X" (i = 1,2,3, ... \N; iter=1, 2, ..., itermax) Where x"® =[ x,"™" | x,"®" . x4 and
itermax IS the maximum number of iterations. Each crow has a memory in which the position of its hiding
place is memorized. At iteration iter, the position of hiding place of crow i is shown by m"™", This is the
best position that crow i has obtained so far. Indeed, in memory of each crow the position of its best
experience has been memorized. Crows move in the environment and search for better food sources
(hiding places). Assume that at iteration iter, crow j wants to visit its hiding place, m""™". At this iteration,
crow i decides to follow crow j to approach to the hiding place of crow j. In this case, two states may
happen:

State 1: Crow j does not know that crow i is following it. As a result, crow i will approach to the
hiding place of crow j. In this case, the new position of crow i is obtained as follows:

Xi,iter+1 — Xli,iter + ri ﬂ iiter (mi,iter _ Xi,iter) (7)
where r; is a random number with uniform distribution between 0 and 1 and fI'™" denotes the flight

length of crow i at iteration iter.
Fig. 1 shows the schematic of this state and the effect of fl on the search capability.

¢ ,_(.
Vo,
w‘ Crow j
o T =4
e ® 2
( m » ;
%
=
(@) f1<1
%y x
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=4
. o >
e S~ Ay -
— A 72
Origin - . _'/’),
1> 1 iy
Fig. 1. Flowchart of state 1 in CSA (a) fl <1 and (b) fl > 1. Crow | can go to every position on the
dash line.

State 2: Crow j knows that crow i is following it. As a result, in order to protect its cache from being
pilfered, crow j will fool crow i by going to another position of the search space. Totally, states 1 and 2
can be expressed as follows:

xi,iter+1 _ Xi,iter + r| fl i,iter(mi,iter _ Xi,iter) T'] > APj'iter (8)
a random position otherwise N
where r; is a random number with uniform distribution between 0 and 1 and AP""™" denotes the
awareness probability of crow j at iteration iter.
2.3. CSA implementation for TEP

The step-wise procedure for the implementation of CSA is given in this section.



Step 1: Initialize problem and adjustable parameters The optimization problem, decision variables
and constraints are defined. Then, the adjustable parameters of CSA (flock size (N), maximum number
of iterations (itermax), flight length (fl) and awareness probability (AP)) are valued.

Step 2: Initialize position and memory of crows N crows are randomly positioned in a d-dimensional
search space as the members of the flock. Each crow denotes a feasible solution of the problem and x is
the number branch of decision variables.

(X1 x5 .. X4
Crows = x12 xzz xé |
B2 2\ xéVJ

The memory of each crow is initialized. Since at the initial iteration, the crows have no experiences,
it is assumed that they have hidden their foods at their initial positions.

mi mi .. m}

2 2 2

Memory = my  m; Mq
ml my .. oml |

Step 3: Evaluate fitness (objective) function For each crow, the quality of its position is computed
by inserting the decision variable values into the objective function.

Step 4: Generate new position Crows generate new position in the search space as follows: suppose
crow i wants to generate a new position. For this aim, this crow randomly selects one of the flock crows
(for example crow j) and follows it to discover the position of the foods hidden by this crow (m;). The
new position branch of crow i is obtained by Eq. (8). This process is repeated for all the crows.

Step 5: Check the feasibility of new position branches

The feasibility of the new position branch of each crow is checked. If the new position of a crow is
feasible, the crow updates its position. Otherwise, the crow stays in the current position branch and does
not move to the generated new position.

Step 6: Evaluate fitness function of new position branches. The fitness function value for the new
position of each crow is computed.

Step 7: Update memory The crows update their memory as follows:

Liter+1 _ { ybiter+1 f(xi,iter+1) is better than f(mi,iter)
mbiter otherwise

where f(.) denotes the objective function value. It is seen that if the fitness function value of the new
position of a crow is better than the fitness function value of the memorized position, the crow updates
its memory by the new position branch.

Step 8: Check termination criterion Steps 4-7 are repeated until itermax is reached. When the
termination criterion is met, the best position of the memory in terms of the objective function value is
reported as the solution of the optimization problem.

3. Results and Discussion

The TEP-CSA method was tested on the well-known Garver’s 6-bus test system shown in Fig. 2.
The Garver system has 6 buses and 15 candidate branches [5]. The total demand is 760 MW and the
relevant data are given in Tables 1 and 2. The maximum possible number of added lines (right-ofway
limit) per branch equals four.

The result of the optimal planning solution for Garver’s system is N2 = 4 , n3s =1, and ns = 2 as
shown in Fig. 3. The simulation was made for comparison to the GA and TS methods. All methods were
performed for 10 trials, under the same evaluation function and individual definition, in order to compare
their solution quality, convergence characteristic, and computational efficiency.

m
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Figure 2. Initial configuration of Garver’s 6-bus network
Table 1. Generation and load data for Garver’s 6-bus system.

Bus N(IE-ae;r?eratlonIEI;/\I/\é\I/) Demand (MW)
1 150 50 80
2 - - 240
3 360 165 40
4 - - 160
5 - - 240
6 600 545 -

Table 2. Branch data for Garver’s 6-bus system

From-To(Q) nij0 r(p.u) | x(p.u) p,max Cost (x 10° $)
1-2 1 0.10 0.40 100 40
1-3 0 0.09 0.38 100 38
1-4 1 0.15 0.60 80 60
1-5 1 0.05 0.20 100 20
1-6 0 0.17 0.68 70 68
2-3 1 0.05 0.20 100 20
2-4 1 0.10 0.40 100 40
2-5 0 0.08 0.31 100 31
2-6 0 |0.01875 0.30 100 30
3-4 0 0.15 0.59 82 59
3-5 1 0.25 0.20 100 20
3-6 0 0.12 0.48 100 48
4-5 0 0.16 0.63 75 63
4-6 0 | 0.0375 0.30 100 30
5-6 0 0.15 0.61 78 61
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Figure 3. Optimal plan of Garver’s 6-bus system.
Table 3. Results of Garver's 6-bus Test System.

Method " Investment cost (10°$) Standard Used
Y | Worst | Average | Best | Deviation | Time (s)
GA 7 368 227 200 41.27 46.686
TS 7 244 218 200 26.56 36.983
CSA 7 200 200 200 0 15.72

4. Conclusion

This proposed study is a novel approach for adopting and CSA to solve a TEP problem that works
corporately with the DC power flow model. The proposed method with Garver’s 6-bus test system which
gives a good performance in comparison to the conventional GA and TS methods in terms of less
calculation time, better quality of solution and more stable-convergence characteristic. In the future, the

CSA method will apply a large power system.
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A Search Method for Power )
Transmission System Planning Problem L
in Ben Tre Province, Vietham

Huutinh Tran, Dieu Ngoc Vo, and Huyanh Quyen

Abstract Energy is one of the essential factors for the existence and development
of society and is also an issue that attracts the attention of all countries at all times.
It is impossible to imagine a day when energy no longer exists in human activities,
especially in this day and age. In the era when science and technology are developing
more and more, people have gradually restored nature and mastered their lives. Power
system planning and expansion are one of the most important tasks for power system
managers and operators. This study proposes the application of a transmission system
expansion method that not only meets the requirements of long-term load prediction
but also satisfies the reliability standard of the transmission system with the objective
function of minimizing total investment cost. The algorithm is built on the integer
optimization function and uses the optimal solution according to the bound and
branch method.

Keywords Grid expansion + Bound and branch method - Integer optimization

1 Introduction

The electricity industry is one of the key industries attracting investors due to the
economic growth rate and the increasing demand for electricity. The electricity
demand has continuously increased over the years. The State has continuously
mentioned, considered, and organized research on this issue. However now, many
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problems still need to be studied further, and the power system still needs to be
expanded and developed. Development planning policies must forecast the demand
and ability to meet the energy demand based on the country’s energy potential to
formulating optimal development strategies for the system, from the power source
development planning to the transmission and distribution of electricity.

This paper proposes an approach to transmission system expansion planning.
The branch and bound algorithm, include the network flow theory. A maximum
flow-minimum cut set theorem is proposed to obtain the optimal solution with the
highest satisfaction level of the decision maker. Solve the problem of planning the
transmission expansion planning [1-5]. The effectiveness of the proposed approach
algorithm is demonstrated by testing it on a 16-bus test system in Ben Tre. The
following are the assumption used:

e A network flow method considering active power is used.
e The network flow method is sufficient for the long-term planning problem.
e The problem is limited to a static expansion-planning problem.

2 Transmission Expansion Planning

2.1 Objective Function

The objective function of transmission expansion planning is to reduce the investment
costs of transmission lines that are physically and economically constrained [1-4].
This study applies the bound and branch algorithms to solve the grid expansion and
planning problem [5]. The study gives beneficial results to managers before making
investment decisions. The objective function of the problem is to minimize the total
investment cost presented by as follows:

m(x,y)
minimize C! = Z |:Z Céx,y)U(ix,y):| M

(x,y)eB i=1

where

CT: is the total cost of installing new transmission lines.

p: is the total number of branches (transmission lines).

m(x,y): is the number of new branches connected to the node between x and y.

C ((;) y+ 1s the total cost of installing a new branch connected to the node between x
and y [M$].

U((Qy): is a variable that varies with the line (/ if from / to i-th is constructed, O for

otherwise).
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2.2 Inequality Constraints

Initially controlling the resistance after expanding the grid, the system must ensure
the power supply required by the long-term load prediction [6] as shown in the
following equation:

m(x,y)
) @) i)
Z |:P(X y) + Z P(x ))U(x \):| Ll’ )
(x,y)e(SkTk)

where

P(O) : is the total capacity of new branches between x and y.

: is the available capacity connecting x and y.
The second condition is to satisfy the requirements of the desired manager’s
reliability standard as presented by [3]:

LOLESYS<P(X y))<RL0LE 3)

where
gLOLE: is the criterion of the desired system reliability index.
LOLEjys: is the system reliability index after planning.

LOLE: is the expected number of days or hours in a survey period when the maximum
load exceeds the available capacity.

When measuring the number of days without sources during the survey period,
the indicator of lack of resources (LOLE) is determined according to the following
equation:

LOLE:ZKiPi(C,- — L) 4)

i=1
where

C;: is the available capacity on day i.

L;: is the load peak predicted day i.
Pi(C;-L;): is the probability of lack of power.

K: is the number of days with the probability of missing the source P;.
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2.3 The Proposed Branch and Bound-Based Method

Maximize A

Sub.to A < pc{Pxy}
A< MR{P(x,y)}
A>0

®)

where,
A: represents the satisfaction level of the decision maker.
ic{P.y) }: membership function of the set for construction cost.

MR { Py }: membership function of the set for supply reserve rate.

The branch and the bound algorithm have merits in the case of a complex optimiza-
tion problem with many constraints [11]. A fuzzy branch and bound algorithm which
includes the network flow theory and the maximum flow-minimum cut set theorem
is proposed to obtain the optimal solution with highest satisfaction level consid-
ering membership functions that reflect uncertainties and ambiguities associated
with construction cost and delivery power marginal rate.

3 Case Studies

3.1 Overview of the Planned Power Grid

This study will apply the theory to the 110 kV power grid of the power transmission
system in Ben Tre province. This study uses the results of long-term load demand
prediction (Table 1).

Table 1 Power supply

system Number | Supply name Pmax (MW)
1 Wind power plant Binh Dai 330
2 Wind power plant 5 Thanh Hai 110
3 Wind power plant V1-3 Ben Tre 30
4 Power station 220kV Ben Tre 80
5 Power station 220kV Mo Cay 240
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3.2 Input Parameters

Input data to calculate the planning for the power grid is shown in Table 2. SB and EB
are the beginning and end nodes of the element (line, transformer, generating source,
respectively). APy,)? and AC )" are the power and invested cost of the existing
element, respectively. AP, )’ and AC )" are the maximum power and investment
cost of the ith candidate element connecting the x and y nodes, respectively (i = I,
2, 3, 4). In this program, the number of candidate elements to join between 2 nodes
x and y is m(x,y) = 4.

4 Results

4.1 Calculation Results

The tool to solve this planning problem is the software CMEXPP.FOR. The reliability
standard in this study was investigated with the reliability standard case N-2TL (the
power system, after planning, accepts both redundant lines) [7]. The obtained results
also show that the transmission line can still meet the load demand, and the planner
can reduce the cost of expanding the transmission line, as shown in Table 3.

The system reliability index statistics for short-term, medium-term, and long-term
planning are shown in the table below [8, 9] (Tables 4 and 5).

Consider that the system’s reliability index is 2003 [hrs/yr]. Sources at buses and
Te.3 transmission lines have a reserve ratio of less than 40%, which means that further
expansion plans are needed in the future, as shown in Fig. 1. TF2-10 substations.,
TF3-12, TF4-11, TF5-14, TF6-13, TF7-15, and TF8-16 have very low reserve ratios,
less than or equal to 10%. This means managers and operators need to quickly conduct
expansion investments to meet the corresponding future load demand.

Single line diagram of 110 kV power transmission system after planning in 2042,
with additional elements to meet increased load demand in Fig. 2.
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Table 3 Calculation results of two cases of N-2TL
Case Years |RLOLE | Construction of new lines Cost
[hrs/yr] [M$)]
N-2TL [2024 |2003 T o 1
2032|2003 T o, T'oo1o, T'3o12 Tlacin, Tls_1a, Tle—13, Tly_1s, | 10
Tlg_16, T'6—2
2042|2003 T 9, T'oo1o, T'3o12 Tlacin, Tls_1a, Tle—13, Tly_1s, | 10
Tlg_16, T'6—2
Table 4 System reliability criteria
Case Year |Rporg [hrs/yr] | EENS [MWh/ | ELC [MW/ | LOLEgys [hrs/ | EIR [pu]
yr] Cur.yr] yr]
N-2TL |2024 | 2003 0 0 1
2032 | 2003 0 0 1
2042 | 2003 0 0 1

EENS: Expected energy not served;, ELC: Expected load curtailment;, EIR: Energy Index of

Reliability

4.2 Power Distribution After Expanding the Transmission
Line

The stability and load capacity of lines and transformers after planning were checked
using PowerWord software [10]. Figure 3 shows lines and substations carrying over-
loads above 100%. Figure 4 shows the planned grid after 20 years according to the
reliability index RLOLE = 2003 [hrs/yr].
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Table 5 Reserve ratio
NL SB EB Name Reserve ratio (%)
Year 2024 Year 2032 Year 2042
1 0 7 S BDI 42.12 41.21 33.33
2 0 8 S BAT 0 0 0
3 0 4 S BTH 53.64 24.55 13.64
4 0 2 SMCY 27.5 11.67 6.67
5 0 6 S BTE 10 0 0
4 1 9 T CLH 59.32 54.24 49.15
5 2 10 TMCY 0 23.15 12.04
6 3 12 T GLG 0 23.15 25.93
7 4 11 T BTH 0 41.67 34.72
8 5 14 T GTM 0 41.67 54.17
9 6 13 T BTE 0 12.08 1.34
10 7 15 T BbI 0 16.28 5.43
11 8 16 T BAT 0 23.15 12.04
12 2 1 MCY-CLH 79.31 76.72 74.14
13 2 4 MCY-BTH 87.07 64.66 58.62
14 6 2 MCY-BTE 5.1 2.72 0
15 6 3 BTE-GLG 37.93 28.45 31.03
16 6 5 BTE-GTM 79.59 90.82 100
17 5 7 GTM-BDI 57.14 45.92 33.67
18 5 8 GTM-BAT 0 12.24 0
19 9 17 CLH-LOD 0 0 0
20 10 17 MCY-LOD 2.7 0 0
21 11 17 BTH-LOD 2.7 0 0
22 12 17 GLG-LOD —-2.7 0 —15.78
23 13 17 BTE-LOD —0.88 0 —1.34
24 14 17 GTM-LOD —-2.7 0 —29.79
25 15 17 BDI-LOD —-3.12 0 0
26 16 17 BAT-LOD 2.7 0 0
60
g
.g 40
2
© 20 l
Zo -
8 4 2 6
Bus

Fig. 1 Power reserve ratio in the post-planning system when R LOLE = 2003 [hrs/yr]
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Fig. 2 Single line diagram of 110 kkV transmission system

e
- [

18 e
e

a3 P
¥ et i

"

s
£ 3
1)

Fig. 3 Power grid in 2042



344 H. Tran et al.

.

T
a2

B

i

B

i
EERTY

T | = . .
, = - z - e irAn [ I
Ly L . L -
s .
[ w '] . ¥ 1
110w - ra e o - =1 .
A i LI T
i - 3
|
v 12 v e
s« ¥ v Lo 5 = ¥  hiad e
] ] : -
= F = :
4

Fig. 4 Planned power grid in 2042

5 Conclusion

This study uses the bound and branch method and integer optimization to make the
calculation easier. The results compared with the traditional calculation, this method
is optimal, the input data is less, and the reliability coefficient of the transmission
system can be adjusted by changing the kg LOLE index. This method can also calculate
for larger transmission expansion planning.
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A Cuckoo Search Algorithm for Transmission Expansion Planning
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Abstract— Today, energy is a topical issue for the developing
economy and the growing population, and electrical energy
plays a key role. The power system is both continuously
expanding generations and developing transmission lines. The
efficient problem and the optimal generation is an issue in which
researchers are very interested. Therefore, the problem is the
optimization in the grid expansion planning for development
load, which is a very important issue in the power system. To
solve the transmission expansion planning, there are many
algorithms that have been applied to efficiency but need a lot of
input data, a little computing time, etc. In the proposed
methodology, a DC power flow subproblem is solved for each
network resulting from adding a potential solution developed by
the cuckoo search algorithm to the base network. The cuckoo
search algorithm will apply to the transmission expansion
planning problem that proves 46 bus system with many
constraints, and it brings the optimization solution to meet the
load demand in the future. The new solutions achieve a
remarkable reduction in the total investment cost.

Keywords — Cuckoo search algorithm, transmission expansion
planning, power system, optimization solution, DC power flow.

I. INTRODUCTION

The problems of the transmission expansion planning
answer the questions "Where to plan and expand?", "What is
the capacity to expand?", "What is the total cost for the
planning?" , "How is the reliability of the electrical system
improved after conducting the planning?”, etc. In the past
three decades, there have been many the algorithms and
methods to prove effectively the planning solution problem.
The power system as well as the transmission grid such as:
Ant Colony Optimization, Genetic Algorithm, Particle Swarm
Optimization, Tabu Search, A Zero-One Implicit, A
Decomposition Approach, A Cooperative Expert System, A
Kernel-Oriented  Algorithm, Chaos, Fuzzy, Harmony,
Harmony Search, Scatter Search, ... Artificial intelligent
methods applied a short time and found optimal solutions to
the whole exactly [1]. The methods of the expansion planning
based on the method of the modeling problem of mathematical
form and used mathematical algorithms to find the optimal
solution based on previous constraints [2]. To solve the
problem of the planning grid, we solve the problems of linear
planning, non-linear planning, dynamic planning ... However,
there are also some limitations in calculation when they
applied in reality. The methods solve the problem with
interacting variables. However, the number of variables is
very large and very complex constraints, so the optimal tools
will be difficult to solve for great optimal problems [3].
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Technology (HCMUT) and Vietnam
National University Ho Chi Minh City
Ho Chi Minh City, Vietnam
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3 Huyanh Quyen
Faculty of Electrical & Electronics
Engineering (UTE)
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Ho Chi Minh City, Vietnam
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This article studied solving the transmission expansion
planning problem, selecting the advantageous methods to
solve the transmission expansion planning problem with the
constraints in the plan in a short time and the experience finds
the best. In addition, this study will explore the method of an
artificial intelligence algorithm based on the search for
animals in the wild to solve the DC transmission expansion
planning problem with a combination of balanced and
unbalanced constraints.

Il. MODEL THE OPTIMAL TRANSMISSION
EXPANSION PLANNING PROBLEM

There are many mathematical models used by many
different sources for the TEP model problem, such as
transportation models, DC models, AC models, hybrids and
separation models. These models differ in complexity and
accuracy. The DC model is the most common model used
with the TEP model because it is less complicated and easier
to solve without much time. At the same time, the DC model
has a relatively higher accuracy than other models. According
to the DC model, the TEP problem can be presented.

A. Obijective function

The objective function of the expansion planning grid is
the minimum total investment cost to meet economic and
operating constraints. The classic DC model is used for TEP
[4] as follows:

TC = Zﬂxclij xn; 1)

i,jeQ

Where: TC total investment cost.
0 is the set of all rights-of-way i-j.
cl;; investment cost of adding a new circuit between
buses i and j.
n;; number of added circuits between buses i and j.

clfi; and clv;; fixed and variable construction costs of
each line in the corresponding i-j network.

[ length of each line.

B the coefficient to convert the cost to represent this value
is called the rate of appreciation.
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B. Constraints
1) Node current balance constraint

The linear equilibrium constraint represents the
conservation of energy at the nodes and achieves [5].

p="YR id

:Z -+

17517
j=1

PR, +d
:Z .+
27 = 2j "%

©)

j#2

NB
PnB= J.El TRV
j=NB

NB
SR=>R+d (i=12...NB), (Vi,jeQ) @4
=1

R= Y P (5)
y=1

Where: NB the total number of buses

Pi and d;j generation i and demand i.

Nu; number of units available on the bus i.
Nci number of building units on the bus i.

In addition, Pjj is the power distribution of each branch i-
j, which is calculate as follows:

Ri :7ijx(ni(j)+nij)x(9i_9j) (6)
vij = by xI (1)
Where: y;; set of all right-of-ways i-j
b;; susceptance of the circuit between buses i and j

n{; number of circuits between buses i and j in the base
network.

In addition, 6; and 6; are the bus are the voltage phase
angle of buses i and j respectively. By replacing (6) and (7)
in (4):

NUi+NCi NB 0
> Pi=di+ > px(nd 4+ (6 -6 8
jo1 yi |+j:17u Mij +1j ( i j) ®)

For the simple, the left hand side corresponds to g, the
first and second right hand side corresponds to d and Sf.

g=d+5Sf 9
Where: Py; power generated by unity on bus i.
g and d generation vector and demand vector.
S branch-node incidence matrix.
F active power matrix in each corridor.
1) Power distribution limit on the transmission line

The non-rule constraints apply the transmission
expansion planning to limit the power distribution for each
path.

|Ri| < NIy xR™ (vi,jeQ) (10)
NI =ng +ny (11)

Replace Pj; and NI;; from (6) and (11) in (10) as:
‘7/”x(ni(j’-i-nij)x(ﬁi—Hj)‘ﬁ(ni?-i-nij)x R (12)

0

(6-0, )‘x|7ij|s(n§+nij)xejmax (13)
By shortening (n{; + n;;) from two sides of (13) as:
(6 -0;) <] <A™ 14)

In the above formula, N;; the number of the total number
of circuits (new and existing) i-j and P;'“* the power
distributes maximum of the network i-j.

2) Priority constraints

It is clear that in order to exactly the transmission
expansion planning, the location and exact capacity of the
new circuits should be considered in the transmission
expansion planning. In terms of mathematics, the maximum
number of circuits can be tied to each network. Equation (15)
shows the number of newly built circuits in each network
limited by nf7**

0<n; <nj™ (15)

Where: n{?a" is the maximum number of circuits that can be
added in the right-of-way i-j.

3) Limit the angle of phase voltage

In the DC current model, the magnitude of the rod voltage
is ignored and only considers the phase angle of the rod
voltage. This parameter is considered in the transmission
expansion planning and the phase angle is calculated. It is
smaller or the phase angle value is defined in advance.

& <[am™ (16)

Where: 8]"** the maximum phase angle value of the bus

Indeed, the constraint in the formula (10-14) shows the
conservation of energy in each bus if the DC electricity
network is equivalent. This constraint models the bus of
Kirchhoff (KCL) in which binding in the formula (6) is an
expression of Ohm's law for the equivalent DC network. In
addition, the law of Kirchhoff voltage (KVL) is completely
taken into account. There are nonlinear constraints, including
constraints in the formula (14) showing the transmission
power limit on the transmission line and the variable pressure.
The constraint in the formula (15) represents the limits of
newly built circuits in the i-j network and the formula (16)
refers to the limit of the voltage phase angle of the bus. The
transmission expansion planning problem as built above is an
integer nonlinear problem (INLP).

Il. ALGORITHM SEARCHING CUCKOO SEARCH

Cuckoo search is a new meta-heuristic algorithm inspired
from the nature for solving optimisation problems
developed by Yang and Deb in 2009 [6]. The basic idea
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of this algorithm is based on the obligate brood parasitic
behaviour of some cuckoo species in combination with the
Lévy flight behaviour of some birds and fruit flies.

A. The mathematical model of the Cuckoo search

There are three idealised rules for the new CSA described
as follows [6].

(1) An egg represents a solution and is stored in a nest. An
artifcial cuckoo can lay only one egg at a time.

(2) The cuckoo bird searches for the most suitable nest to
lay the eggs in (solution) to maximize its eggs’ survival rate.
An elitist selection strategy is applied, so that only high-
quality eggs (best solutions near the optimal value) which are
more similar to the host bird’s eggs have the opportunity to
develop (next generation) and become mature cuckoos.

(3) The number of host nests (population) is fxed. The
host bird can discover the alien egg (worse solutions away
from the optimal value) with a probability of Pa & [0, 1],
and these eggs are thrown away or the nest is abandoned and
a completely new nest is built in a new location. Otherwise,
the egg matures and lives to the next generation. New eggs
(solutions) laid by a cuckoo choose the nest by Levy flights
around the ~ current best solutions.From the above point of
view, in CS calculation, the total multiplication,, of n eggs
(individuals) are developed from the initial points (k = 0) to
the total number of repeated information (k = 2) . Each egg is
described in a dimension vector, in which each afternoon is
opposite to a decisive variable of the optimal problem is
solved. The quality of each egg (appropriate solution) is
evaluated using the target function, the final result describes
the appropriate value of. The three different operators
determine the evolution process of CS: (a) Lévy Flight, (b)
Replace some nests by building new solutions, and (c) the
best selection strategy.

a) Lévy Flight (A)

One of the most powerful features of cuckoo search is the
use of Levy flights to generate new candidate solutions
(eggs). Under this approach, a new candidate solution, ej#*!
(7€[1,...,A]),isproduced by perturbing the current i with
a change of position c:. In order to obtain c,a random step s,
is generated by a symmetric Lévy distribution. For producing
S;, Mantegna’s algorithm is employed as follows:

u
g

(17)

Si =
M

Where: u ({w,..., #z}) and k ({va,..., vz}) are n-
dimensional vectors and 8 = 3/2. Each element of u and v is
calculated by considering the following normal distributions:

u-N(0.62), v-N(0.6%),

Up

F(l+ﬁ).sin[7r.§j

Tu= r (1+,Bj (p-1)12 o=t 18)
(=57 )52

Where: I" (-)represents the gamma distribution. Once s; has

been calculated, the required change of position c;i is
computed.

¢, =0.01s, @(eik —eb‘m) (19)

Where: ® denotes entrywise multiplications
whereas e is the best solution (egg) seen so far in terms

of its ftness value. Finally, the new candidate solution, ei#***,
is calculated by using.

el —ef +g (20)

b) Replacement of Some Nests by Constructing New
Solutions (B)

Under this operation, a set of individuals (eggs) are
probabilistically selected and replaced with a new value.
Each individual, ei* (7 € [1,..., /]), can be selected with a
probability of p. € [0, 1]. In order to implement this
operation, a uniform random number, 1, is generated within

the range [0, 1]. If 1 is less than pq, the dividual e is selected
and modifed according to (20). Otherwise, ei# remains
without change. The operation can be resumed by
the following model:

k k k . T
. g +rando(ed1—ed2),wnh probability p, 1)

e with probability (1- p,)

where rand is a random number normally distributed,
d: and d; are random integers from 1 to N.

c) Elitist Selection Strategy (C)

After producing ei#* ! either by operator A or by operator
B, it must be compared with its past value ei#*1. If the fitness
value of ei#* ! is better than ei#, then ei#* ! is accepted as the
final function. Otherwise, ei# is retained. This procedure can
be resumed by the following satement:

k+1 & k+1 k
et g, if f (ei )< f (ei ) 22)
ef otherwise
This elitist selection strategy denotes that only high-
quality eggs (best solutions near the optimal value) which are
more similar to the host bird’s eggs have the opportunity to

develop (next generation) and become mature cuckoos.
B. The cuckoo search algorithm applies TEP

In the proposed CS method, each host representing a
solution and gathering the groups used to find the best
solution for the same problem as many other Meta-Heristic
search methods [7-8]. The main steps for the proposed CS are
described as follows:

Initialisation: A population of Ny host nests is represented
by X = [X1, X, ..., Xnp]", where each nest Xq = [Xa1, Xaz, ...,
Xesa]T (d = 1 Np) represents power output of
units except the slack unit is initialised by:

Xg = Ly +rand; *(Ub, —Lb,) (23)

Where : Lb; and Ub; maximun and minimun number of
added branch, rand; is a uniformly distributed random
number in [0, 1]. This original solution is further tested for
TEP violations. If violations are found, update the strategy to
the viable area. Based on the initial nest population, the
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reduced objective function corresponding to each nest for the
problem under consideration is calculated.

F= Znijcij (24)

The limits on the number of added branches are calculated
Lb < Ny <Ub; (25)

The initial population of the host nests is set to best value
of each nest Xpesta (d = 1,..., Nd) and the nest corresponding
to the best fitness function in (24) is set to the best nest Gpest
among all nests in the population.

Generation of new solution via Lévy flights: The new
solution is calculated based on the previous best nests via
Lévy flights. In the proposed method, the optimal path for the
Lévy flights is calculated by Mantegna’s algorithm [8]. The
new solution by each nest is calculated.

X g™ = Xbesty +a*rand * X g (26)

Where a¢ > 0 the updated step size; rand, is a normally
distributed stochastic number; and the increased value AX7¢"
is determined.

xnew _yx 2 (8).0 Xbest, —Gbest (27)
’ Oy (ﬂ) ( ‘ )
rand
= —xl,/} (28)
|randy|

Where randx and randy, are two normally distributed
stochastic variables with standard deviation ox(f) and ay(f)
given by:

1/
F(l—i-ﬂ)*sin(ﬁfj
o (B)= — (29)
F(Mj *ﬁ* 2[7]
2
o,(B)=1 (30)

Where £ is the distribution factor (0,3 < < 1,99) and I'(.)is
the gamma distribution function.
For the newly obtained solution, its lower and upper limits

should be satisfied according to the unit’s limits

oo {Ubi if X2 >Ub, e

0 if X" <Lb,

In addition, the newly adapted solution needs further
testing for TEP violations [8-9]. The objective function (24)
will be re-evaluated for the new solution to determine the
newly best value of each nest Xpesta and the best nest of all
nests Gpest by comparing the stored fitness values and the
newly calculated ones.

Alien egg discovery and randomisation: The action of
discovery of an alien egg in a nest of a host bird with the

probability of pa also creates a new solution for the problem
similar to the Lévy flights. The new solution because of this
action is calculated as follows:

XJ® = Xpogg + K*AX S (32)
Where K is the updated coefficient determined based on

the probability of a host bird to discover an alien egg in its

nest.

_ 1 if rand, < Pa (33)
0 otherwise

dis

and the increased value AXS" is determined by:

Axg s rand, *[rand , (Xbesty)—rand ,, (XbeStd )] (34)

Where rands and rands are the distributed random
numbers in [0, 1] and randy; (Xpesteq) and rand,; (Xpesea)
are the random perturbation for positions of nests in Xpes:q -

Similar to the solution obtained via Lévy flights, this new
solution is also redefined as in (31) if the upper or lower limit
is violated and Section A. if any prohibited zones are violated.
The newly best value for each nest Xpesta and the best value of
all nests Gpest are also determined based on comparing the
calculated fitness function in (24) from this new solution.

Stopping criteria: The proposed algorithm is terminated
when the predefined maximum number of iterations is
reached.

The flowchart of the proposed CSA method for solving
the TEP problem is given in Figure 1.

Initialise population of
host nests

- Check for TEP violation and repair
- Set Xd to Xbestd for each nest
Set the best of all Xbestd to Ghest
- Set iteration counter iter = 1

Generate new solution via Lévy
flights

- Check for limits and TEP violation and repair
- Evaluate fitness function to choose new Xbestd
and Gbest

Iter = iter+1

A

Discover alien egg and randomise

- Check for limit and TEP violation and repair
- Evaluate fitness function to choose new Xbestd
and Gbest

Iter<Itmax No
?

Yes

Stop

Figure 1. The flowchart algorithm applies the search
algorithm CS — TEP.
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I1l. RESULTS OF SOLVING THE PROPLEM OF
PLANNING EXPANSION OF DC TRANSMISSION GRID

A. Parameters of South Brazil 46 buses

The southern Brazilian electricity system includes 46
buses, 79 associated branches and the total load demand is
6,880MW [10]. Appendix of Table 1. showing the number of
links between nodes, n% the number of links the original
status is set O is without a link, the value 1 is a bonding
branch, corresponding to the linked values of the buss
Initially, the resistance x (p.u), the maximum power of the
Link Link Line i to j is P;j™* (MW), the expected investment
cost when building buss i and j is expected to multiply 10%$.
The maximum number of lines that can be added to the buss
is 6. The 46 buses electric network diagram is shown in
Figure 2., with the instant lines that shows connected, lines
Slash is expected to add to the connection.

Figure 2. South Brazil's power system 46 buses

B.  Steps to apply the Cuckoo search algorithm to TEP
and the results of the southern Brazilian electricity system
46 buses

In the control parameters for the CS search algorithm to
get the optimal solution for the Brazilian power network 46
buses, there are four main parameters that must be determined
in advance as the number of NP teams, the maximum number
of branches repeated. Link N, distribution coefficient g and
probability of foreign eggs detected in the nest is PA. Among
these parameters, the number of groups 79 is fixed. Because
CS method is a powerful search method, it only needs a small
number of teams to handle different systems. In the testing,
the number of host nests is 79 for all test systems. On the
other hand, the maximum number of repetitions for CS can

also be easily fixed depending on the level of complexity and
scale of the issues considered. The maximum number of
repetitions for CS is in the range of 5,000 for the system.
Choose the value of g fixed at 1.5 for all test systems in this
article. The value of the probability of detecting foreign eggs
can be selected in [0, 1]. However, different values of PA can
lead to different optimal solutions for the systems. This study
selected the optimal probability, its value varies from 0.7 to
0.9 with the step size of 0.1 for the planning problems to
expand the transmission grid. The optimal solution of the 46
buses South Brazil's power system planned 21 linked lines
was added with a total investment cost of 175,970,000$.

Table 1. Results of the 46 buses Brazilian grid expansion

system
Cost
To | From Ntljiwet;er (ﬁc())g;) investment
(x10%$)
2 | 5 1 2,581 2581
5 | U 5 6,167 30835
11| 46 2 8,178 16,356
12 | 14 1 5,106 5,106
17 | 19 1 8,715 8.715
20 | 21 2 8,178 16,356
23 | 2 1 5,308 5,308
24 | 25 1 8,178 8.178
25 | 32 1 37,109 | 37,109
26 | 27 1 5,662 5662
29 | 30 2 8,178 16,356
31 | 3 1 7,052 7,052
42 | 43 2 8,178 8.178
inIgs,terggiE@ 175,970,000
e

25

Investment cost (US$)

e
)

0
10° 10" 102 10° 104
Number of iterations = 5000

Figure 3. Compared to the number of loops

The diagram of the electricity system after the 46 buses
Brazilian power network planning is shown in Figure 4.
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Figure 4. Brazilian power system 46 buses after planning.

The statistical results of the CS search algorithm are
applied to solve the TEP problem on investment costs, the
standard deviation shown in Table 2. In addition, the results
of the method are also compared to the BF-DEA methods, the
investment costs shown in Table 3.

Table 2. Optimal results of the 46 buses Brazilian electricity
network investment

CS method
No Results planning Cost investment($)
1 Best 175,970,000
2 Average 175,970,000
3 Mean 175,970,000
4 Standard deviation 0

Table 3. Compare the results of the methods tested with the
power network Brazilian 46 buss

Number evaluate Optimal cost

No | Methods function investment ($)
1 HS 2.40x10° 337,809,000
2 | BF-DEA 2.98x10° 361,863,000
3 GA 2.67x10° 432,350,000
4 CS 5.40x10* 175,970,000

The results show that the proposed CS search algorithm
can achieve the best results, so the 46 buses Brazilian system
investment cost is the smallest compared to the announced
results.

IV. CONCLUSION

The CS search algorithm applies to the planning problem
expansion of the transmission grid proved on the South
Brazilian electricity network 46 buses; The results have been
collected with investment expenses, standard deviations with
optimal value, and CS search algorithms are also compared
with many artificial intelligence algorithms, BF-DEA, stations
with total low investment costs, The number of target function
assessments is lower. The strong point of the CS method
applied is that there are few sources of input data, many
binding conditions, finding locations to invest in expanding
and solving the planning problem of the transmission system
with a complex electrical system; In the coming time, it will
be applied to the large actual electrical system.
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